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1. Overview 
What we are doing today  
Robust age checks are a cornerstone of the Online Safety Act. Our decisions today on age assurance 
are the next step in implementing the Act and creating a safer life online for people in the UK, 
particularly children. This follows the publication of our Illegal Harms Codes and guidance in 
December 2024. 

The research and evidence we have collected during our consultations show that children online in 
the UK have access to a wide range of content that is harmful to them. This includes pornographic 
content, content that promotes suicide, self-harm and eating disorders, and other content which is 
harmful to children.  

From today, all user-to-user and search services have three months to assess whether they are likely 
to be accessed by children. Once our Protection of Children Codes and guidance are finalised in April 
2025, platforms likely to be used by children will need to assess the risks they pose and take action 
to protect them – which may include using highly effective age assurance to prevent them from 
accessing harmful content.  

All service providers which allow pornography must implement highly effective age assurance to 
ensure that children are not normally able to encounter pornographic content. 

The Online Safety Act is being implemented in phases. We expect the approach to highly effective 
age assurance that we are setting out today to apply to all parts of the online safety regime. This 
gives providers certainty about what action they need to take to meet our rules.  

What will change 
This statement, together with our Protection of Children Codes and guidance which we will publish 
in April 2025, will deliver a step change in the experience of children online through an ambitious set 
of protections: 

• Children’s access assessments: all user-to-user and search services in scope of the Act must 
conduct a children’s access assessment to establish if their service or part of it is likely to be 
accessed by children. From today, these services have three months (by 16 April 2025 at the 
latest) to complete their children’s access assessment. Unless they are already using highly 
effective age assurance, we anticipate that most of these services will need to conclude that 
they are likely to be accessed by children within the meaning of the Act. Under the Act, 
services likely to be accessed by children must comply with the children’s risk assessment 
duties and the children’s safety duties.  

• Measures to protect children: we will publish our Protection of Children Codes and 
children’s risk assessment guidance (along with other guidance) in April 2025. This will mean 
that services that are likely to be accessed by children will need to conduct a children’s risk 
assessment by July 2025 – that is, within three months. Following this, they will need to 
implement measures to protect children on their services in line with our Protection of 
Children Codes to address the risks of harm identified. These measures may include 
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introducing age assurance to prevent child users from accessing their platform and/or 
protect them from harmful content.  

• Services that allow pornography: all services which allow pornography must have highly 
effective age assurance in place by July 2025 at the latest to prevent children from accessing 
it. The Act imposes different deadlines on different types of provider. Services that display or 
publish their own pornographic content, including certain Generative AI tools, must begin 
taking steps immediately to introduce robust age checks. Services that host user-generated 
pornographic content must have fully implemented age checks by July.  

What does highly effective age assurance mean 
Today we set out our conclusions on what we consider to be ‘highly effective age assurance’. Our 
approach is designed to be flexible, tech-neutral and future-proof, with the protection of children at 
its heart. In our approach to highly effective age assurance we have: 

• Confirmed the criteria that age assurance methods must meet to be considered highly 
effective: they should be technically accurate, robust, reliable and fair;  

• Set out a non-exhaustive list of age assurance methods that we consider are capable of 
being highly effective, including mobile network operator age checks, credit card checks, 
digital identity services and certain age estimation methods;  

• Confirmed that less effective methods of age assurance – including self-declaration of 
age and online payments which do not require a person to be 18 – are not compliant 
with the requirement to have highly effective age assurance; 

• Stipulated that harmful content must not be visible to users before, or during, the 
process of completing an age check; 

• Made clear that services should not host or permit content that directs or encourages 
children to attempt to circumvent age and access controls1; and 

• Set expectations that services consider the interests of all users when implementing age 
assurance – affording strong protection to children, while taking care that privacy rights 
are respected. 

Next steps 
We expect all providers to take a proactive approach to compliance and meet the deadlines set out 
above. Ofcom is today opening an enforcement programme to monitor and assess compliance with 
the requirements to implement highly effective age assurance on services that allow pornographic 
content. We will first focus on services that publish their own pornographic content, extending the 
programme to include all relevant services as soon as the broader children’s safety duties come into 
effect. 

 

 
1 We use the term “access controls” to describe a technical mechanism(s) which prevents users who have not 
been age assured, or having been age assured, did not meet the requirements of the age assurance process, 
from accessing a service (or part of it) or certain content. 



 

5 
 

We will contact a wide range of adult services – large and small – to advise them of their new 
obligations and monitor their compliance. We will not hesitate to take enforcement action against 
services that do not comply. 

As set out in our updated roadmap,2 following the publication of our Illegal Harms Codes in 
December, the second phase of our implementation of the Act is now underway. Future milestones 
include:  

• February 2025: Consultation on draft Guidance on wider protections for women 
and girls;  

• April 2025: Protection of Children statement, including final Protection of Children 
Codes and guidance, following our Consultation in May 2024; and 

• Spring 2025: Consultation on additional Codes of Practice measures, including 
proposals on extending the role of highly effective age assurance to protect 
children from grooming.  

Phase three will establish additional requirements for categorised services, focused on bringing an 
enhanced level of safety, transparency, and accountability to some of the largest service providers 
operating in the online world. With the categorisation thresholds now published,3 we expect to 
deliver this work to the following timeline:  

• Summer 2025: Publish the register of categorised services; 
• Summer 2025: Issue draft and final transparency notices to categorised services; 

and 
• Early 2026: Publish draft proposals regarding additional duties on categorised 

services. Based on our experience of large regulatory publications, our current 
planning assumption is to issue the statement around one year after consultation. 

 

 

 
2 Ofcom, 2024, Ofcom's approach to implementing the Online Safety Act - Ofcom. 
3 The draft Online Safety Act 2023 (Category 1, Category 2A and Category 2B Threshold Conditions) 
Regulations 2025 

https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/roadmap-to-regulation/
https://www.legislation.gov.uk/ukdsi/2025/9780348267174/contents
https://www.legislation.gov.uk/ukdsi/2025/9780348267174/contents
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2. Introduction, our duties, and 
navigating the statement 

• This section provides a high-level introduction to our statement. We summarise our 
key relevant duties and functions, explain what is covered in the statement and set 
out next steps.  

What this section does 
2.1 This section provides an overview of some of our key relevant duties and functions.4 This 

section also explains what is covered in this statement and sets out next steps. 

2.2 We call our decision documents ‘statements’ because they are statements of our reasoning 
for the decisions we have made. This statement is the first step in putting into effect the 
new online safety regulatory regime for the protection of children, established by the Online 
Safety Act 2023 (“the Act”). 

Overview of the legal framework 

Ofcom’s general duties  
2.3 Ofcom is the independent regulator for communications services. We have regulatory 

responsibilities for the telecommunications, post and broadcasting sectors, as well as for 
online services. These include U2U, search and pornography services regulated under the 
Act, as well as online video services, such as on-demand programme services and video-
sharing platforms (“VSPs”) established in the UK.5  

2.4 As a public authority, Ofcom must act lawfully, rationally and fairly. 

2.5 The Communications Act 2003 (“the 2003 Act”) places a number of duties on us that we 
must fulfil when exercising our regulatory functions, including our online safety functions. 
The 2003 Act states that our principal duty in carrying out our functions is: 

• to further the interests of citizens in relation to communication matters; and 
• to further the interests of consumers in relevant markets, where appropriate by 

promoting competition.6 

 

 
4 The legal framework is set out in greater detail in Annex 1. 
5 For more detail about the nature of these regulated services, see Overview of regulated services from our 
December 2024 statement Protecting people from illegal harms online.  
6 Section 3(1) of the 2003 Act. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/overview-of-regulated-services.pdf?v=387540
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2.6 In performing that principal duty, we must have regard to principles set out in the 2003 Act, 
which says that regulatory activities should be transparent, accountable, proportionate, 
consistent and targeted only at cases in which action is needed.7 

2.7 In carrying out our functions, Ofcom is required to secure, in particular, adequate protection 
of citizens from harm presented by content on regulated services, through providers using 
appropriate systems and processes designed to reduce the risk of harm.8  

2.8 The 2003 Act further requires9 that we must have regard to the following as they appear to 
us to be relevant in the circumstances. In making our decisions, we have considered factors 
including, but not limited to:  

• the risk of harm to citizens presented by regulated services;  
• the need for a higher level of protection for children than for adults;  
• the need for it to be clear to providers of regulated services how they may comply 

with their duties under the Act;  
• the need to exercise our functions to secure that providers may comply with such 

duties by taking or using measures, systems or processes which are proportionate 
to the size or capacity of the provider and the level of risk (and potential severity) 
of harm presented by the service;  

• the desirability of promoting the use of technologies which are designed to reduce 
the risk of harm to citizens; and  

• the extent to which providers demonstrate, in a way that is transparent and 
accountable, that they are complying with their duties.  

2.9 In line with our additional duties under the 2003 Act,10 we have also considered the 
vulnerability of children and of others whose circumstances put them in need of special 
protection. We have considered:  

• the desirability of promoting competition and encouraging investment and 
innovation in relevant markets; 

• the needs of persons with disabilities, the elderly, and of those on low incomes; 
• the opinions of consumers and of members of the public generally; 
• the interests of persons in the different parts of the United Kingdom; and  
• the interests of the different ethnic communities within the United Kingdom. 

Children’s safety under the Online Safety Act 
2.10 The Act provides for a new regulatory framework which has the general purpose of making 

the use of regulated internet services safer for individuals in the UK. Securing better 
protections for children so that they are safer online is one of the core objectives of the Act. 
The Act is clear that the duties imposed on regulated services seek to secure (among other 

 

 
7 We must also have regard to any other principles appearing to us to represent best regulatory practice. 
8 Section 3(2)(g) of the 2003 Act (as amended by section 91 of the Act). 
9 Section 3(4A) of the 2003 Act. 
10 Section 3(4) of the 2003 Act. 
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things) that regulated services are safe by design, and designed and operated in a way that a 
higher standard of protection is provided for children than for adults.11 

2.11 Part 3 of the Act places duties on providers of regulated U2U services and providers of 
regulated search services to identify, mitigate and manage the risks of harm from illegal 
content and activity and content and activity that is harmful to children. We refer to these 
services as “Part 3 services”. These duties include a duty to carry out children’s access 
assessments in order to determine whether the service is “likely to be accessed by 
children”.12 Part 3 services that are “likely to be accessed by children” are subject to duties 
relating to the protection of children from content that is legal but is harmful to them 
(known as “content that is harmful to children”13).14 We explain these duties in more detail 
in Annex 1. 

2.12 Part 5 of the Act imposes specific duties on service providers that display or publish 
pornographic content on their online services. We refer to these services as “Part 5 
services”. These include the duty to implement age assurance to ensure that children are 
not normally able to encounter such content and duties relating to record keeping.15 The 
age assurance must be implemented and used in a way that is highly effective at correctly 
determining whether or not a user is a child. We explain these duties in more detail in Annex 
1. 

2.13 The Act also imposes duties on Ofcom to:  

• Produce guidance for providers of Part 3 services to assist them in complying with 
their duties in relation to children’s access assessments.16 

• Prepare and issue Codes of Practice – these are a package of measures 
recommended for service providers to comply with their safety duties under the 
Act, including the duties on Part 3 services likely to be accessed by children 
relating to the protection of children.17 In preparing Codes of Practice, Ofcom 
must have regard to the principles and objectives set out in Schedule 4 to the 
Act.18 

• Produce guidance for providers of Part 5 services to assist them in complying with 
the age assurance and record keeping duties.19 

 

 

 
11 Section 1 of the Act. This is also reflected in the duties imposed on Ofcom under the Act, including the duty 
on Ofcom to have regard when performing our online safety functions to the need for a higher level of 
protection for children than for adults (s3(4A)(b)). 
12 Sections 35-37 of the Act. 
13 As defined in section 60 of the Act. 
14 As set out in sections 11-13 and 20-21 for regulated U2U services and sections 28-30 and 31-32 for regulated 
search services. 
15 Section 81 of the Act. 
16 Section 52(3)(b) of the Act. 
17 Section 41 of the Act. 
18 As explained below, we are not reaching any final decisions on Ofcom’s Protection of Children Codes in this 
statement and will do so in our April statement. However, we have set out in Annex 1 the relevant provisions 
in Schedule 4 for completeness. 
19 Section 82 of the Act. 
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Impact assessment 
2.14 Impact assessments provide a valuable way of evaluating the options for regulation and 

showing why the chosen option(s) was preferred. They form part of best practice policy 
making. This is reflected in section 7 of the 2003 Act, which requires Ofcom to carry out and 
publish an assessment of the likely impact of implementing a proposal which would be likely 
to have a significant impact on businesses or the general public, or when there is a major 
change in Ofcom’s activities. As a matter of policy, Ofcom is committed to carrying out 
impact assessments in a large majority of our policy decisions. Our impact assessment 
guidance sets out our general approach to how we assess and present the impact of our 
proposed decisions. We discuss our impact assessments on measures covered by this 
statement in Annex 2. 

Human rights 
2.15 It is unlawful for Ofcom to act in a way which is incompatible with the European Convention 

on Human Rights (“ECHR”).20 

2.16 Of particular relevance to Ofcom’s functions under the Act are the right to freedom of 
expression (Article 10 ECHR) and the right to privacy (Article 8 ECHR). Other ECHR rights 
which may also be relevant to Ofcom's functions under the Act are the right to freedom of 
thought, conscience and religion (Article 9 ECHR) and the right to freedom of assembly and 
association (Article 11 ECHR). In formulating our decisions in this statement, we have 
carefully analysed where we have identified the potential for interference with ECHR rights, 
to make sure any such interference is proportionate. This analysis is also set out in Annex 2.  

Equality and Welsh language impact assessments 
2.17 We have considered the equality impacts of the guidance set out in this statement, detailing 

our understanding of any particular impacts on protected groups in the UK.  

2.18 Where relevant and to the extent we have discretion to do so in the exercise of our 
functions, we have considered the potential impacts on opportunities to use the Welsh 
language and the need to treat the Welsh language no less favourably than English (in 
accordance with Welsh language standards). 

2.19 We have included our considerations on those specific impacts in Annex 2. 
 
 
 
 
 

 

 
20 Section 7 of the 2003 Act, as amended by section 93 of the Act. 
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What we cover in this statement  
2.20 The decisions explained in this statement set out our final positions on highly effective age 

assurance (“HEAA”) and what this means for the three pieces of guidance for industry which 
we are publishing today under the Act: our Guidance for service providers publishing 
pornographic content (“Part 5 Guidance”), our Guidance for Part 3 services on highly 
effective age assurance (“Part 3 HEAA Guidance”) and our Children’s Access Assessments 
Guidance.  

2.21 In reaching our final positions, we have considered responses to our December 2023 
consultation, Guidance for service providers publishing pornographic content (“December 
2023 Part 5 Consultation”),21 together with responses to our May 2024 consultation 
Protecting Children from Harms Online (“May 2024 Consultation”)22 that related to our 
overall approach to highly effective age assurance and our approach to children’s access 
assessments. Our expectations regarding the standard of highly effective age assurance are 
consistent across Part 5 and Part 3 of the Act. 

2.22 This statement does not consider stakeholder feedback on the proposed age assurance 
measures in the draft Protection of Children Code of Practice (“Protection of Children 
Codes”) for user-to-user services, which we published alongside our May 2024 
Consultation.23 Our summary and consideration of these responses will be set out in our 
Protection of Children Statement in April 2025.24  

2.23 We are broadly confirming the proposed approach that we set out in our December 2023 
and May 2024 consultations, which we consider will secure the best outcomes for the 
protection of children online in the early years of the regime. In order for their age 
assurance process to be highly effective, service providers need to meet four criteria: 
technical accuracy, robustness, reliability and fairness. We recognise that there are a 
number of different age assurance methods which are capable of being highly effective and 
we have deliberately taken a flexible, tech-neutral, future-proofed approach. Service 
providers should also consider the principles of accessibility and interoperability. We are 
also clear that, in implementing a highly effective age assurance process, services are also 
bound by data protection laws. Compliance by service providers with both the online safety 
and the data protection regime is mandatory and should not be considered a trade-off. We 
have set out a non-exhaustive list of kinds of age assurance which could be capable of being 
highly effective, but it is the responsibility of service providers to assess for themselves 
whether their age assurance process meets our four criteria. We do not consider that it 
would be appropriate to introduce numerical thresholds at this time to support the criteria 
as an indicator of compliance. However, we may do so in future, pending further 

 

 
21 Ofcom, 2023, Consultation: Guidance for service providers publishing pornographic content 
22 Ofcom, 2024, Consultation: Protecting children from harms online - Ofcom 
23 Ofcom, 2024, Protection of Children Code of Practice for user-to-user services. We referred to the draft 
Protection of Children Codes of Practice as the draft ‘Children’s Safety Codes’ in our May 2024 Consultation. 
24 In April 2025 when we publish our Protection of Children Statement, we will update our Part 3 HEAA 
Guidance with references to the final Protection of Children Codes and Children’s Risk Assessment Guidance as 
appropriate, including to reflect any changes to the wording of the relevant Codes measures. Beyond April 
2025, we may update the guidance where necessary to reflect any future age assurance measures. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/associated-documents/consultation-guidance-for-service-providers-publishing-pornographic-content-online/?v=368673
https://www.ofcom.org.uk/online-safety/protecting-children/protecting-children-from-harms-online/?a=284469
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/a7-draft-childrens-safety-code-user-to-user-services.pdf?v=336059
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developments in testing methodology, industry standards, and independent evidence on the 
performance and capabilities of different age assurance methods.  

2.24 The Act makes a distinction between different types of adult services, which impacts on the 
timing of implementation of highly effective assurance. Part 5 services must implement age 
checks immediately. User-to-user services that allow pornographic content will be required 
to implement age assurance measures from July, when we expect the children's safety 
duties to come into force following the publication of our Protection of Children Codes.25 It 
is for services themselves to assess whether the content on their sites falls into Part 5 or Part 
3 and take the necessary steps to meet their obligations. 

2.25 In terms of the structure of this statement: 

• In Section 3, we set out our final position on our approach to highly effective age 
assurance for Part 3 and Part 5 services, including our reasoning and response to 
views contributed by respondents. This HEAA approach is reflected in both our 
Part 5 Guidance and Part 3 HEAA Guidance. 

• In Section 4, we set out our final position on other considerations specific to the 
Part 5 Guidance, beyond the duty to ensure that age assurance is highly effective 
at correctly determining whether a user is a child. This includes guidance on the 
scope of Part 5, record keeping, and our approach to enforcement of the Part 5 
duties.  

• In Section 5, we set out our final position on children’s access assessments. This 
section sets out the two stages of the children’s access assessment. For stage 1, it 
explains our approach to how services can determine whether it is possible for 
children to access their service. This includes reference to whether services have 
age assurance in place which would meet the criteria in Section 3 and therefore be 
able to be considered highly effective. For stage 2, this section explains our 
decision and reasoning to provide criteria and examples for services to assess 
whether they meet the child user condition (which determines whether children 
are likely to access their service).  

• Annex 1 sets out our legal framework. 
• Annex 2 sets out our approach to impact assessments, which include our impact 

assessment for our approach to highly effective age assurance and other elements 
of the Part 5 Guidance, our impact assessment for our approach to children’s 
access assessments, together with our specific equality and Welsh language 
impact assessments as well as rights assessments.  

• In Annex 3, we set out the evidence we drew on to compile the list of factors to 
consider for children’s access assessments. We originally set out this evidence at 
Section 5 of our May 2024 Consultation and have updated sources where more 
recent findings are now available.  

• Annex 4 includes our glossary of terms used in this statement. 
 

2.26 We have separately published the three pieces of guidance that we discuss in this 
statement: 

 

 
25 See Sections 12(4)-(6) of the Act. 
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• Guidance for Part 3 services on highly effective age assurance (“Part 3 HEAA 
Guidance”)26 

• Guidance for service providers publishing pornographic content (“Part 5 
Guidance”)27 

• Children’s Access Assessments Guidance 28 

2.27 Figure 2.1 below illustrates which sections of this statement (shown in purple), and which of 
our three guidance documents (shown in green), are likely to be relevant for different types 
of regulated services.  

Figure 2.1 Age assurance and children’s access duties and guidance 

Providers of pornography (Part 5 services) 

Ofcom’s approach to 
highly effective age 

assurance 

Section 3 

Additional guidance 
on aspects 

applicable only to 
Part 5 services 

Section 4 

Part 5 guidance 

Other services that allow pornography 

 Ofcom’s approach to 
highly effective age 

assurance 

Section 3 

Children’s Access 
Assessments 

Guidance 

Part 3 highly 
effective age 

assurance guidance 

Other U2U and search services 

Ofcom’s 
approach to 

highly 
effective age 

assurance 

Section 3 

Children’s 
access 

assessments 

Section 5 

Children’s 
Access 

Assessments 
Guidance 

Part 3 highly 
effective age 

assurance 
guidance 

 

 
26 Part 3 Guidance on highly effective age assurance  
27 Guidance for service providers publishing pornographic content 
28 Children’s Access Assessments Guidance 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-age-assurance-and-childrens-access/part-3-guidance-on-highly-effective-age-assurance.pdf
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-age-assurance-and-childrens-access/guidance-on-highly-effective-age-assurance-and-other-part-5-duties.pdf
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-age-assurance-and-childrens-access/childrens-access-assessments-guidance.pdf
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Next steps  
2.28 The publication of the Children’s Access Assessment Guidance starts the clock for existing 

service providers to carry out their first children’s access assessment under the Act. These 
must be completed by three months from the date of this statement, i.e. by 16 April 2025. 

2.29 All Part 3 services that have concluded that they are likely to be accessed by children will 
have three months from the publication of our final Children’s Risk Assessment Guidance to 
carry out their first children’s risk assessment. We will be publishing our Children’s Risk 
Assessment Guidance in April 2025 to assist services in carrying out their children’s risk 
assessments.  

2.30 We will be publishing our final Protection of Children Codes in April 2025. Services in scope 
of the children’s safety duties will need to be prepared to comply with them from July 2025, 
which is the date three months after the completion of their first children’s risk assessment. 
This may include implementing highly effective age assurance for some services that allow 
pornography and other content harmful to children on their service. 

2.31 Providers of Part 5 services are required to comply with their duties under the Act, including 
the requirement to use highly effective age assurance, from 17 January 2025 when the 
duties commence.29  

 

 
29 See the Online Safety Act 2023 (Commencement No. 4) Regulations 2024 

https://www.legislation.gov.uk/uksi/2024/1333/contents/made
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3. Ofcom’s approach to highly 
effective age assurance  

In this section, we confirm our approach to highly effective age assurance.  

Under the Online Safety Act 2023 (“the Act”), service providers who display or publish their 
own pornographic content online (“Part 5 services”) are subject to a number of duties 
including a duty to use highly effective age assurance to ensure that children are not 
normally able to encounter pornographic content. 

All user-to-user and search services (“Part 3 services”) are required to carry out children’s 
access assessments to determine whether they are likely to be accessed by children. As we 
confirm in Section 5 of this statement, service providers may conclude that they are not 
likely to be accessed by children if they are using highly effective age assurance with the 
result that children are not normally able to access the service.  

Ofcom is required to produce and publish guidance for Part 5 services to assist them in 
complying with their duties under Part 5 of the Act. We refer to this as our “Part 5 
Guidance”. Section 4 of the Part 5 Guidance explains what we mean by highly effective age 
assurance.  

We have also chosen to produce and publish guidance for regulated user-to-user and search 
services (“Part 3 services”) to assist them in complying with their duties to implement highly 
effective age assurance. We refer to this as our “Part 3 HEAA Guidance”. The Part 3 HEAA 
Guidance explains what we mean by highly effective age assurance for the purpose of the 
children’s access assessment and wider children’s safety duties. In this statement, we are not 
reaching any final decisions on our age assurance measures. We will finalise our age 
assurance measures in April and will update the Part 3 HEAA Guidance as appropriate. 

Our approach to highly effective age assurance is consistent across Part 5 services and Part 3 
services. To assess whether the age assurance process they are using is highly effective, 
service providers need to meet four criteria: technical accuracy, robustness, reliability and 
fairness. We are also clear that, in implementing a highly effective age assurance process, 
services are also bound by data protection laws, and we refer to the relevant requirements 
that services should adhere to.  

In this section, we set out our consideration of stakeholder responses that we received on 
our draft Part 5 Guidance and Part 3 HEAA Guidance in respect of highly effective age 
assurance, together with our reasons for reaching our decisions. In Section 4 of this 
statement we set out our final position on the additional duties on Part 5 services. 

 

Introduction 
3.1 In this section, we cover our decisions on Ofcom’s approach to highly effective age 

assurance. Services that display or publish their own pornographic content (i.e. Part 5 
services) need to implement highly effective age assurance to ensure that “children are not 
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normally able to encounter” such content. U2U and search services in scope of the Act (i.e. 
Part 3 services) may also need to consider the concept of highly effective age assurance 
when carrying out children’s access assessments or as part of the range of measures that 
they may need to implement to protect children. The concept of highly effective age 
assurance is consistent for Part 3 and Part 5 services, as reflected in the Part 5 Guidance and 
the Part 3 HEAA Guidance.  

3.2 As already mentioned in the previous section, Part 5 of the Act imposes specific duties on 
service providers that display or publish their own pornographic content on their online 
services. Those duties include a duty to implement age assurance to ensure that children are 
not normally able to encounter such content. The age assurance must be of such a kind and 
used in a way that it is highly effective at correctly determining whether or not a user is a 
child.30 Part 5 service providers should refer to this section of the statement to understand 
the stakeholder feedback we received and our subsequent decisions in relation to our 
interpretation of the concept of highly effective age assurance. The next section deals with 
the feedback received in relation to the wider requirements for Part 5 service providers. 

3.3 Under the Act, all providers of Part 3 services are required to carry out children’s access 
assessments to determine whether they are likely to be accessed by children. When carrying 
out children’s access assessments, service providers may only conclude that it is not possible 
for children to access the service or part of it if age assurance is used with the result that 
children are not normally able to access the service or that part of it.31 The Act does not 
specify the type of age assurance a service provider should use in this context. Ofcom has 
discretion on the approach that we deem to be most appropriate. As discussed in Section 5, 
we have decided that providers should only conclude that it is not possible for children to 
access the service where they are using highly effective age assurance. Part 3 services that 
wish to understand if they have highly effective age assurance in place for the purposes of 
children’s access assessments should review this section of the statement to understand the 
comments we received and our subsequent decisions on the Part 3 HEAA Guidance.  

3.4 Providers of services likely to be accessed by children are required to take and implement 
safety measures to mitigate the risks to children on the service. In particular, providers of 
U2U services likely to be accessed by children are required to use highly effective age 
assurance to prevent children from encountering primary priority content (“PPC”) 
(pornographic content, and content promoting, encouraging or providing instructions for 
suicide, self-harm or eating disorders).32 In our May 2024 consultation Protecting children 
from harms online (“May 2024 Consultation”), we proposed a number of measures in our 
draft Protection of Children Codes that we recommended for service providers to comply 
with the children’s safety duties under the Act, including measures relating to the use of 
highly effective age assurance in the Protection of Children Code for user-to-user services.33 
We also published the draft Part 3 HEAA Guidance34 to provide further detail on what was 

 

 
30 Section 81(3) of the Act. 
31 Section 35(2) of the Act. 
32 Sections 12(4), (5) and 12(6) of the Act. 
33 See Section 15 of our May 2024 Consultation. 
34 See Annex 10 of our May 2024 Consultation. 
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meant by the concept of highly effective age assurance, which was consistent with the draft 
Part 5 Guidance we published alongside our December 2023 Part 5 Consultation. 

3.5 To ensure consistency in our approach, we have addressed age assurance-related responses 
to both our May 2024 Consultation and our December 2023 consultation, Guidance for 
service providers publishing pornographic content (“December 2023 Part 5 Consultation”) in 
this section. We also set out our decisions in relation to highly effective age assurance. These 
are reflected in Sections 4-6 of the Part 5 Guidance, as well as the Part 3 HEAA Guidance.  

3.6 As explained in Section 2, we are not making decisions on the measures we will include in 
our Protection of Children Codes in this document. We will set out our final decisions on the 
Protection of Children Codes, including the age assurance measures we consulted on, when 
we publish our Protection of Children statement in April 2025. We therefore do not set out 
our response to stakeholder comments on those measures here. We have retained 
references in the Part 3 HEAA Guidance to the draft Protection of Children Codes in order to 
ensure clarity for services as they conduct their first children’s access assessments. Service 
providers should bear in mind that this version of the guidance is based on draft codes 
wording and we may update it in April 2025 when we publish our Protection of Children 
Statement. Beyond April 2025, we may update the guidance where necessary to reflect any 
future age assurance measures.  

3.7 As well as in response to stakeholder comments, we have made a number of drafting and 
structural changes to improve the clarity and structure of the guidance, and to ensure 
consistency between the Part 5 Guidance and the Part 3 HEAA Guidance as appropriate. This 
includes some changes to the Part 3 HEAA Guidance to more closely align its structure and 
content with Section 4 of the Part 5 Guidance. This is because we consider it to be important 
that service providers in scope of Part 5 and/or Part 3 have a clear and consistent 
understanding of how to implement highly effective age assurance to prevent children from 
encountering harmful content. We have also made changes to the introduction of the Part 3 
HEAA Guidance to make it clearer for services when the Part 3 HEAA Guidance is relevant to 
them and how it relates to the Protection of Children Codes. We have not included further 
reference to such changes in this section, as they do not represent changes to our policy 
position since consultation, and they are essentially clarificatory in nature. 

Age assurance methods  

Our proposals 
3.8 At consultation, we proposed a non-exhaustive list of examples of the kinds of age assurance 

methods that we considered could be highly effective. These examples included open 
banking, photo-identification (photo-ID) matching, facial age estimation, mobile network 
operator (MNO) age checks, credit card checks, and digital identity wallets (referred to as 
reusable Digital ID services in our May 2024 Consultation).  

3.9 We stated that age assurance methods are developing at pace and that the list may expand 
in time. 

3.10 We said that the list was non-exhaustive and there may be other existing or emerging 
methods that service providers could choose to implement. In either case, we said that 
service providers should ensure that any such other method needed to meet our proposed 
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four criteria – technical accuracy, robustness, reliability and fairness – for Ofcom to consider 
it capable of being highly effective.  

3.11 We also set out several approaches that we would not consider to be highly effective age 
assurance. This included self-declaration of age, age verification through online payment 
methods which do not require a user to be over the age of 18, and general contractual 
restrictions on the use of the regulated service by children. 

3.12 In the draft Part 5 Guidance, we proposed a flexible approach as to who should carry out the 
age assurance method (i.e. whether done in-house or provided by a third-party vendor), so 
long as service providers to whom the Part 5 duties apply, can demonstrate that their 
chosen approach is highly effective at ensuring that children are not normally able to 
encounter pornographic content on their regulated services.  

3.13 In the draft Part 3 HEAA Guidance, we went further to explain that we recognise that as well 
as building an in-house age assurance method, or purchasing a method from an age 
assurance provider, there may be wider system-level age assurance processes that service 
providers can use to distinguish between children and adults on their service. Regardless of 
who conducts the age checks, we stressed in the draft guidance that it was the responsibility 
of the provider of the regulated U2U service to ensure that appropriate arrangements are in 
place to ensure they are meeting their obligations to protect children. 

3.14 We did not prescribe that an age assurance process must comprise of multiple methods, 
used in combination with each other, in order to be highly effective. We said at paragraph 
4.9 of our December 2023 Part 5 Consultation that it is for each service provider to 
determine which kind(s) of age assurance are most appropriate to meet its duties under the 
Act. In recognition that there are likely a number of ways to implement an age assurance 
process that is highly effective, and that our guidance is applicable to a diverse range of 
services, our approach to the guidance afforded service providers a degree of flexibility in 
how they comply.  

Summary of responses 
3.15 We received a range of responses to both our December 2023 Part 5 Consultation and our 

May 2024 Consultation about Ofcom’s approach to providing examples of kinds of age 
assurance that are, or are not, highly effective at correctly determining whether or not a 
particular user is a child.  

3.16 Several respondents expressed their view that some methods included on the list at 
consultation are not capable of being highly effective. Some respondents suggested 
additional methods that were not referenced in either consultation but which they believed 
should be included on the list of methods that are capable of being highly effective. Some 
respondents argued that age assurance should be carried out at the device-based, Operating 
System (OS), or app store level, rather than by individual service providers. 

3.17 Some respondents also queried whether multiple methods are required in order for an age 
assurance process to be highly effective. 

3.18 We set out these comments in more detail below. 
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Stakeholder feedback relating to Ofcom’s overall approach  
3.19 The Association of Police and Crime Commissioners stated its view that Ofcom’s approach 

allows providers flexibility to select the age assurance method that is best for their service 
and adapt this over time to reflect changing technology and context.35  

3.20 Yoti argued that ‘examples of age assurance methods that could be highly effective’ should 
be phrased more explicitly as ‘methods that can be effective’ or ‘methods that are highly 
effective’.36 

3.21 Veridas argued that Ofcom should aim to be technologically neutral in its approach to the 
guidance and suggested that providers should be able to choose from a wider range of 
solutions, as long as they comply with minimum requirements.37  

3.22 Online Dating and Discovery Association and techUK suggested that our guidance should 
align with the ICO and state explicitly that we do not expect services to “implement age 
assurance methods that: are not currently technically feasible; pose a significant and 
disproportionate economic impact on businesses; or pose risks to the rights and freedoms of 
people that are disproportionate to the other processing activities on the service.”38 

3.23 An individual respondent commented that “there is little doubt that the technical capacity to 
carry out age checks in a privacy-respecting and extremely reliable way already exists.”39. 

3.24 The Age Verification Providers Association and Verifymy suggested that Ofcom should align 
the list of methods with those referenced in the ICO’s Opinion on age assurance.40 

3.25 iProov stated that Ofcom’s commitment to review available age assurance methods that are 
capable of being highly effective in future is too vague to have an effect, because there is no 
formal requirement on Ofcom to do so and no timeline is presented which would bind 
Ofcom.41 

Methods that we proposed are capable of being highly effective 
3.26 Some respondents expressed broad support for the kinds of age assurance we suggested are 

capable of being highly effective,42 while other respondents expressed concern that the age 
assurance technologies are still too nascent or that features of certain methods mean they 
are not capable of being highly effective.43 

 

 
35 Association of Police and Crime Commissioners response to our May 2024 Consultation, p.4. 
36 Yoti response to our May 2024 Consultation, p.7. 
37 Veridas response to our December 2023 Part 5 Consultation, p.2. 
38 Online Dating and Discovery Association response to our May 2024 Consultation, p.3; techUK response to 
our May 2024 Consultation, p.4. 
39 J. Carr response to our May 2024 Consultation, p.2. 
40 Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.3; Verifymy 
response to our December 2023 Part 5 Consultation p.2. 
41 iProov response to our December 2023 Part 5 Consultation, p.9. 
42 Arcom response to our December 2023 Part 5 Consultation, p.4; Barnardo’s response to our December 2023 
Part 5 Consultation, p.5; Match Group response to May 2024 Consultation, p.3; Te Mana Whakaatu 
Classification Office response to our December 2023 Part 5 Consultation, p.2. 
43 Hutchison, A. response to our December 2023 Part 5 Consultation, pp.2-3; Jackson, EM. response to our 
December 2023 Part 5 Consultation, pp.2-3; Name Withheld 8 response to our December 2023 Part 5 
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3.27 We received stakeholder feedback about the use of facial age estimation, including that the 
margin of error associated with such technologies makes it easier for children to circumvent 
them.44 The Canadian Centre for Child Protection stated its view that too much trust has 
been put into facial age estimation.45 []46 

3.28 Veridas, in contrast, argued that biometric solutions “guarantee superior levels of security 
and protection for minors.”47 Yoti argued that its facial age estimation is recognised for its 
resilience against spoofing and that checks which rely on date of birth pose other challenges, 
are costly, and may be exclusionary.48 TikTok suggested that age estimation models “should 
in principle be highly effective, if sufficiently reliable and accurate, for use on the vast 
majority of services.”49  

3.29 Yoti questioned the inclusion of MNO and credit card age checks. It requested that Ofcom 
supply the evidence obtained to suggest that these methods could be highly effective and 
argued that these methods cannot meet our proposed four criteria without additional 
authentication.50 

3.30 The Department for Science, Innovation and Technology (DSIT) suggested that ‘Digital 
Identity Services’ is a more appropriate title than ‘Digital Identity Wallets’. They explained 
that ‘Wallets’ are the technology that stores the identity attribute, whereas the attribute is 
what is used to check someone’s age.51 ACT - The App Association suggested that digital 
identities or credentials offer a high level of age assurance, and they can minimise personal 
data sharing, offering users more control over their identity.52  

3.31 Yoti stated that for document-based age assurance methods to be considered highly 
effective they need to be mandated at a minimum that stipulates liveness detection, 
document authenticity checks and face matching.53 

 

 

Consultation, pp.2-3; Fringe Dweller Productions response to our December 2023 Part 5 Consultation, pp.1-3; 
Name Withheld 1 response to our December 2023 Part 5 Consultation, pp.1-3; Name Withheld 2 response to 
our December 2023 Part 5 Consultation, pp.2-3; Name Withheld 3 response to our December 2023 Part 5 
Consultation, pp.1-3; Name Withheld 4 response to our December 2023 Part 5 Consultation, pp.1-3; Name 
Withheld 5 response to our December 2023 Part 5 Consultation, pp.1-3; Name Withheld 6 response to our 
December 2023 Part 5 Consultation, pp.1-3; Safazadeh, S. response to our December 2023 Part 5 Consultation, 
pp.1-3; Shaw, A. response to our December 2023 Part 5 Consultation, pp.1-3; Warren A. response to our 
December 2023 Part 5 Consultation, pp.2-4; Burville, M. response to our December 2023 Part 5 Consultation, 
pp.1-3; Collier D. response to our December 2023 Part 5 Consultation, pp.1-3; 14 further confidential individual 
respondents to our December 2023 Part 5 Consultation, pp.1-4. 
44 [] 
45 Canadian Centre for Child Protection response to our May 2024 Consultation, p.2. 
46 [] 
47 Veridas response to our May 2024 Consultation on Protecting Children from Harms Online, p.2. 
48 Yoti response to our May 2024 Consultation, p.20.  
49 TikTok response to the May 2024 Consultation, p.7. 
50 Yoti response to our December 2023 Part 5 consultation, pp.7-8. 
51 DSIT provided this suggestion during regular engagement. 
52 ACT - The App Association response to the May 2024 Consultation, p.4. 
53 Yoti response to our November 2023 Illegal Harms Consultation, p.30. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-6.pdf?v=369429
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Additional methods that stakeholders suggested are capable of being highly 
effective  
3.32 Respondents suggested additional methods to be included as capable of being highly 

effective. 

Email-based age estimation 

3.33 “Email-based age estimation” refers to a method that estimates the age of a user by 
analysing other online services where that user’s email address has been used. 

3.34 Verifymy pointed to their white paper54  where they explain that email-based age estimation 
is designed to provide robust age assurance that is frictionless, privacy-preserving, inclusive 
and operates without discernible bias.55 

3.35 Verifymy explained that “to successfully pass an age estimation check using an email 
address, it must have been used for a variety of online purposes, typically related to financial 
institutions, utility companies, credit providers or similar”.56  

3.36 The Age Verification Providers Association and Verifymy argued that this method can fulfil 
the criteria and that its inclusion would align with the solutions referenced in the ICO’s 
Opinion on age assurance.57 58 

Offline verification methods 

3.37 The Canadian Centre for Child Protection and Common Sense Media argued for the 
consideration of offline verification methods, such as a physical token obtained from 
retailers already equipped to verify customer age (e.g. those selling alcohol or cigarettes). 
The Canadian Centre for Child Protection highlighted that these could be more accessible to 
users, whereas Common Sense Media highlighted that these could be more privacy 
preserving.59 

3.38 The Canadian Centre for Child Protection explained that the process “involves adults gaining 
access to a login identifier and a password that would give them access to age restricted 
content”, pointing out that the “CNIL recommends the use of physical scratch cards as a 
method of offline verification”.60 61 

 

 
54 https://www.verifymyage.co.uk/press/Verifymy-White-Paper-Email-age-estimation-2024.pdf 
55 Verifymy response to our December 2023 Part 5 Consultation, p.2. 
56 Verifymy White Paper on email age estimation, June 2024, p.23. 
57 ICO, 2024, Age assurance for the children’s codes. [Accessed 16 December 2024].  
58 Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.3; Verifymy 
response to our December 2023 Part 5 Consultation, p.2. 
59 Canadian Centre for Child Protection response to our December 2023 Part 5 Consultation, pp.3-4; Common 
Sense Media response to our December 2023 Part 5 Consultation, p.2. 
60 Canadian Centre for Child Protection response to our December 2023 Part 5 Consultation, p.4. 
61 The Commission nationale de l’informatique et des libertés (CNIL) is the French data protection regulatory 
authority.  

https://ico.org.uk/about-the-ico/what-we-do/information-commissioners-opinions/age-assurance-for-the-children-s-code/
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Credit reference agency checks, the electoral roll, and National Insurance numbers 

3.39 Equifax and Geocomply argued that credit reference agency checks methods can fulfil the 
criteria while creating little friction for users.62  

3.40 Yoti requested that Ofcom clarify whether credit reference agency checks or the electoral 
roll are potentially highly effective and argued that children can circumvent this method if 
they know the name, date of birth and address of a family member.63 Yoti also cautioned 
Ofcom against considering age assurance based on National Insurance numbers as accurate, 
as they considered these numbers to be easily stolen or shared.64 

Age inference models 

3.41 Most of the responses about age inference were received in response to the May 2024 
Consultation. 

3.42 Google argued that age inference approaches should be allowed if they are sufficiently 
accurate.65 Google suggested that the model should be required to operate within “a 
reasonable level of accuracy” rather than a specific range, to avoid disproportionate 
burdens.66 

3.43 Snap argued that such approaches can be more privacy preserving and more difficult to 
circumvent.67  

3.44 The International Justice Mission argued that providers should explore the technological 
feasibility of detecting behaviour change that could indicate a child is using an adult 
platform.68  

3.45 5Rights argued that tech companies serve age-relevant targeted advertising to children as a 
core feature of their business model, demonstrating that they already know which users are 
children. It argued that if services already know where underage children are, they should be 
held accountable if they do not use this information to remove them.69  

3.46 5Rights also suggested methods such as using AI models to detect suspected underage 
users; making it possible for users and non-users to report underage users (e.g. via a 
reporting button); training moderators to consider whether accounts they are reviewing 
may be held by underage users and create a mechanism for human review; using keyword 
detection (e.g. “I am in Year 6”) in their automated moderation strategy.70  

3.47 Internet Matters argued that most digital service providers, including commercial 
pornography platforms, continuously gather data on users’ behaviour and should use it to 

 

 
62 Equifax response to our December 2023 Part 5 Consultation, p.2; Geocomply response to our December 
2023 Part 5 Consultation, pp.1-2. 
63 Yoti response to our December 2023 Part 5 Consultation, p.9. 
64 Yoti response to our May 2024 Consultation, p.26. 
65 Google response to our May 2024 Consultation, p.25. 
66 Google response our May 2024 Consultation, p.3. 
67 Snap response to our May 2024 Consultation, p.18. 
68 International Justice mission’s response to our May 2024 Consultation, p.10. 
69 5Rights response to the May 2024 Consultation, p.14. 
70 5Rights response to the May 2024 Consultation, p.14. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444
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age assure users on a continuous basis and to identify children who manage to evade an age 
assurance process.71 

3.48 ACT - The App Association were critical of age inference methods, suggesting that they 
interfere with a child’s right to privacy and offer a low level of assurance if the data quality is 
poor or inaccurate.72 

3.49 Meta highlighted that they currently rely on a combination of age assurance methods and 
other protective measures to strengthen their age assurance. This includes using age 
prediction models which place appropriate restrictions on users to ensure they are in 
product experiences suitable for their age.73 

Verifiable parental consent 

3.50 Most of the responses about verifiable parental consent were received in response to our 
May 2024 Consultation. 

3.51 TechUK and Apple argued that verifiable parental consent, whereby a parent or guardian 
undergoes an age check to approve a child’s access to a platform, should be added to the list 
of solutions that are capable of being highly effective.74  

3.52 TechUK suggested that parental verification can be “particularly useful for services targeting 
younger audiences”.75  

3.53 Epic Games explained that its method involves a parent being verified as an adult from a 
choice of verification methods, including face scan, ID scan, and payment card.76 

3.54 Apple argued that effective parental confirmation of a child’s age avoids the need to further 
process that child’s data, which they feel would be an unnecessary interference with the 
child’s privacy rights.77  

Parental controls and content filtering 

3.55 We also received responses regarding parental controls and content filtering, which are 
tools which enable parents or carers to exercise control over the types of experiences their 
children are having online, including by controlling the type of content they can access.  

3.56 k-ID put forward that “well-designed and easy-to-use parental tools can support access 
controls and improve the efficacy and transparency of content controls, recommender 
systems, and reporting and complaints handling”.78  

3.57 The Association for UK Interactive Entertainment (Ukie) highlighted that these tools can 
ensure that young users only access content that is suitable for their age group.79 One 

 

 
71 Internet Matters response to our December 2023 Part 5 Consultation, p.9. 
72 ACT - The App Association response to our May 2024 Consultation, p.3. 
73 Meta response to our May 2024 Consultation, p.16. 
74 Apple response to our May 2024 Consultation, p.15; techUK response to our May 2024 Consultation, p.15. 
75 techUK response to our May 2024 Consultation, p.15. 
76 Epic Games response to our May 2024 Consultation, p.13. 
77 Apple response to our May 2024 Consultation, pp.15-16. 
78 k-ID response to our May 2024 Consultation, p.3. 
79 Ukie response to our May 2024 Consultation, p.26. 
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respondent argued that the presence of parental controls on a platform, to mitigate the risk 
of harm to children, should inform the standard of proportionate age assurance required.80 

3.58 The Family Online Safety Institute (FOSI) said parental controls and user online safety tools 
should not be the sole solution but instead must be part of a more comprehensive 
approach, warning that “any regulation about parental controls must ensure that they do 
not overpower parents by offering full surveillance tools that would violate minors’ rights to 
privacy and access to information”.81 

3.59 One respondent highlighted the use of parental controls as an age assurance measure in 
Ireland and the EU, as well as having support from the eSafety Commissioner in Australia.82  

3.60 Some respondents advised Ofcom to focus on content filtering at the device or ISP level.83 
Many stakeholders also expressed support for using device-level parental controls as a 
method of age assurance.84  

 

Age assurance at the app store, device, or operating system (OS) level 
3.61 Many respondents highlighted the potential effectiveness of age assurance that is carried 

out by providers of devices, operating systems (OS) or app stores and suggested considering 
the role they could play in deploying age assurance.85  

 

 
80 [] 
81 Family Online Safety Institute response to our May 2024 Consultation, p.8. 
82 Mobile Games Intelligence Forum response to our May 2024 Consultation, p.2. 
83 Burville, M. response to the our December 2023 Part 5 Consultation, p.2; Collier D. response to our 
December 2023 Part 5 Consultation, p.2; Fringe Dweller Productions response to our December 2023 Part 5 
Consultation, p.2; Hutchison, A. response to our December 2023 Part 5 Consultation, p.3; Name Withheld 1 
response to our December 2023 Part 5 Consultation, p.2; Name Withheld 2 response to our December 2023 
Part 5 Consultation, p.3; Name Withheld 3 response to our December 2023 Part 5 Consultation, p.2; Name 
Withheld 4 response to our December 2023 Part 5 Consultation, p.2; Name Withheld 5 response to our 
December 2023 Part 5 Consultation, p.3; Name Withheld 6 response to our December 2023 Part 5 
Consultation, p.4; Name withheld 9 response to our December 2023 Part 5 Consultation, p.2; Safazadeh, S. 
response to our December 2023 Part 5 Consultation, p.2; Shaw, A. response to our December 2023 Part 5 
Consultation, p.3; Warren A. response to our December 2023 Part 5 Consultation, p.3; xHamster response to 
our December 2023 Part 5 Consultation, p.5; 14 further confidential individual respondents to our December 
2023 Part 5 Consultation, p.3. 
84 Arcom response to our December 2023 Part 5 Consultation, p.7; Amaran, M. response to our May 2024 
Consultation, p.2; Dr Karen Middleton, University of Portsmouth and Conscious Advertising Network response 
to our May 2024 Consultation, p.17; Mobile Games Intelligence Forum response to our May 2024 
Consultation, p.3; xHamster response to our May 2024 Consultation, p.7; xHamster response to our December 
2023 Part 5 Consultation, p.4. 
85 Advertising Association response to our May 2024 Consultation, p.11; Amaran, M. response to our May 2024 
Consultation, pp.5-6; Aylo response to our December 2023 Part 5 Consultation, p.1; []; Internet Matters 
response to our December 2023 Part 5 Consultation, p.2; Meta response to our May 2024 Consultation, pp.3-
4; []; Online Dating and Discovery Association response to our May 2024 Consultation, pp.3-4; []; X 
response to our May 2024 Consultation, p.2; [ ]; []; []. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-6.pdf?v=369429
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-9.pdf?v=369089
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3.62 The benefits of these approaches were cited by respondents as minimising concerns around 
user privacy and/or data collection,86 eliminating the need for repetitive verification,87 being 
a global and/or existing approach,88 being cost-efficient and providing a better user 
experience,89 as well as not being reliant on individual service providers complying with the 
legislation.90  

3.63 Match Group suggested that app stores within the distribution layer of the online ecosystem 
should contribute to preventing minors from accessing adult-only content and platforms, in 
addition to any age assurance measures and/or default settings for child users that are 
employed by individual services.91  

3.64 Integrity Institute flagged that device-level age assurance could be vulnerable to malware, 
viruses, and children creating apps to circumvent the age assurance system locally.92 

3.65 Snap called for Ofcom to accelerate its report on the role of app stores as they considered 
that the report’s findings may enable app stores to be brought in scope of the Act. They 
argued that this would be a “fully interoperable” approach to age assurance.93  

Age tokens 
3.66 Several responses mentioned that age tokens can allow online service providers to confirm 

whether users meet age requirements while minimising processing of personal data.94 

3.67 ACT - The App Association noted that the effectiveness of age tokens depends on the age 
assurance method that the provider employs and that the technology to generate age 
tokens is not yet widely available.95 Nevertheless, they recommend using third party age 
assurance providers, with their benefits including “offering tokenized age checking, API 
solutions, or background checks or to users directly by providing digital IDs”.96  

3.68 Yoti requested guidance on how frequently tokens ought to be reverified and the suitable 
cybersecurity standards to ensure the safety of tokens-based age assurance technologies.97 

 

 
86 Advertising Association response to our December 2023 Part 5 Consultation, p.11; []; StripChat response 
to our December 2023 Part 5 Consultation, p.3; X response to our May 2024 Consultation, p.2; xHamster 
response to our December 2023 Part 5 Consultation, p.4 and our May 2024 Consultation, p.3; Meta response 
to our May 2024 Consultation, pp.15-16; WhatsApp response to our May 2024 Consultation, p.2. 
87 xHamster response to our December 2023 Part 5 Consultation, p.4; WhatsApp response to our May 2024 
Consultation, p.2; Meta response to our May 2024 Consultation, pp.15-16. 
88 Aylo response to our December 2023 Part 5 Consultation, p.1; []; X response to our May 2024 
Consultation, p.2; Internet Matters response to our December 2023 Part 5 Consultation, p.3; []. 
89 xHamster response to our December 2023 Part 5 Consultation, p.4. 
90 StripChat response to our December 2023 Part 5 Consultation, p.2; xHamster response to our December 
2023 Part 5 Consultation, p.4. 
91 Match Group response to our December 2023 Illegal Harms Consultation, pp.16-17. 
92 Integrity Institute response to our May 2024 Consultation, p.3. 
93 Snap response to our May 2024 Consultation, pp.17-18. 
94 5Rights response to our May 2024 Consultation, p.14; Yoti response to our December 2023 Part 5 
Consultation, p.15; ACT - The App Association response to our May 2024 Consultation, p.5. 
95 ACT - The App Association response to our May 2024 Consultation, p.5. 
96 ACT - The App Association response to our May 2024 Consultation, p.5. 
97 Yoti response to our December 2023 Part 5 Consultation, p.15. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444
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Multiple methods 
3.69 Some respondents argued that it may not be possible to meet the standard of highly 

effective age assurance without a service provider deploying a combination of age assurance 
methods. Integrity Institute argued that a “waterfall” approach combining multiple methods 
may be required.98  

3.70 Online Dating and Discovery Association (ODDA) argued that highly effective age assurance 
should not be overly reliant on technical solutions alone but rather a multi-layered approach 
which improves accuracy.99  

3.71 ODDA and techUK suggested that age estimation, when combined with other techniques in 
a layered or "waterfall" approach, can be less intrusive and more effective.100  

3.72 Match Group suggested that our guidance narrowly focused on whether a single age 
assurance measure can meet all the criteria to the necessary degree, rather than leaving 
space for multiple methods to be used.101 

3.73 Meta highlighted that no single age assurance measure is 100% effective. Therefore, they 
encouraged adopting a multi-layered approach, with investment in a suite of tools and to 
allow flexibility for new methods in the future.102 

UK Digital Identity and Attributes Trust Framework  
3.74 We received comments about the UK Digital Identity and Attributes Trust Framework (“the 

trust framework”) in response to our December 2023 and May 2024 consultations. The trust 
framework is a set of rules and standards governing the provision of digital verification 
services across the UK economy. It helps organisations to check identities, share attributes 
and reuse information in a trusted and consistent way. Providers of digital identity or 
attribute services can become certified against the trust framework.  

3.75 Open Identity Exchange (OIX) suggested that Ofcom should require that third-party age 
assurance providers are certified against the trust framework.103 Ingenium Biometric 
Laboratories Limited recommended that Ofcom should consider how it uses or points to the 
standards, assurance and testing requirements and processes that are detailed in the trust 
framework to meet the requirements of the highly effective age assurance criteria.104  

Our decisions  
Decision regarding Ofcom’s overall approach  
3.76 We have considered stakeholder responses about the list of methods that are capable of 

being highly effective. We are satisfied that there is value in having a non-exhaustive list of 
methods that are capable of being highly effective to give services an indication of the 

 

 
98 Integrity Institute response to our May 2024 Consultation, p.2. 
99 Online Dating and Discovery Association response to May 2024 Consultation, p.3. 
100 Online Dating and Discovery Association response to May 2024 Consultation, p.6; techUK response to the 
May 2024 Consultation, p.14.  
101 Match Group response to the May 2024 Consultation, p.3. 
102 Meta response to our May 2024 Consultation, p.14. 
103 Open Identity Exchange response to our December 2023 Part 5 Consultation, p.4. 
104 Ingenium Biometric Laboratories Limited response to our May 2024 Consultation, p.8. 
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technology that they could use to comply with their duties. By emphasising the non-
exhaustive nature of the list, we also ensure that the guidance is flexible as technology 
continues to develop at pace. 

3.77 In addition, we are clear throughout the accompanying guidance that the outcomes of the 
implementation of an age assurance method by a service provider will depend on how the 
method is implemented, rather than simply which age assurance method they choose. 
Providers must make sure that whatever age assurance method they implement, the chosen 
method is highly effective at correctly determining whether or not a particular user is a child 
and, in making that choice, we expect them to have regard to our criteria for highly effective 
age assurance that we set out in both the Part 5 Guidance and Part 3 HEAA Guidance. 

3.78 With regards to Yoti’s comment about the framing of the list of methods, we have rephrased 
‘kinds of age assurance that could be highly effective’ to ‘kinds of age assurance that are 
capable of being highly effective’, to better reflect our position that no form of age 
assurance is inherently highly effective; rather, effectiveness depends on how age assurance 
is implemented by the provider. 

3.79 In addition, the statutory age assurance report that Ofcom is required to produce (see 
paragraph 3.356 below) will provide an opportunity for a stocktake on the state of the 
technology used by service providers.  

Methods that we proposed in our consultation as capable of being highly 
effective 
3.80 We acknowledge the circumvention risks related to credit card and MNO checks identified 

by Yoti in their response. We have decided, therefore, to further clarify that if a service 
provider wishes to implement credit card or MNO based age assurance, they should ensure 
a suitable level of authentication is in place. We provide further detail on this in the section 
on robustness in paragraphs 3.182.   

3.81 With regard to Yoti’s request for Ofcom’s evidence to suggest that MNO and credit card 
checks could be highly effective, we have considered the evidence in the Arcom 2024 
reference framework for age verification on pornographic sites and concluded, in line with 
the French regulator, that credit card checks have the potential of being a highly effective 
method of age verification.105 We have taken a similar approach to MNO age checks. We 
recognise that this is an expanding space, with entry of new providers.106  

3.82 In response to stakeholder feedback about the margin of error where facial age technology 
is used, we will consider and address the subject of minimum age and age groups in our 
Protection of Children Statement in April. We address concerns about the margin of error 
and circumvention risk associated with facial age estimation as a highly effective method of 
age assurance to determine if a user is over or under 18 years of age from paragraphs 3.113 
on technical accuracy and 3.138 on robustness.  

3.83 In response to comments on the effectiveness of photo-ID matching, we advise at paragraph 
4.55 of the Part 5 Guidance and paragraph 4.32 of the Part 3 HEAA Guidance that liveness 

 

 
105 Arcom, 2024, Referential technique sur la verification [accessed 9 January 2025]  
106 VeriMe, available at https://verime.net [accessed 9 January 2025]  

https://www.arcom.fr/sites/default/files/2024-10/Arcom-Referentiel-technique-sur-la-verification-de-age-pour-la-protection-des-mineurs-contre-la-pornographie-en-ligne.pdf
https://verime.net/
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detection can provide further confidence that a child user has not uploaded a photo of an 
adult by ensuring that the user undergoing the age assurance process is present at the time 
the check is carried out. To address the concern that a robust photo-ID check could be easily 
circumvented, we have directed service providers to government issued guidance on how to 
detect certain fake documents at paragraph 4.57 of the Part 5 Guidance. Therefore, we 
remain of the view that this method is capable of being highly effective if implemented in 
line with the Part 5 Guidance.  

3.84 In line with DSIT’s suggestion, we have amended the terminology in the Part 5 Guidance at 
paragraph 4.18 to ‘Digital Identity Services’ and edited our description of these services 
accordingly to increase clarity for service providers.107  

Additional methods that stakeholders suggested are capable of being highly 
effective  
Email-based age estimation  

3.85 Email-based age estimation estimates the age of a user by analysing the purposes for which 
the user’s provided email address has been used. This could include where the email address 
has been used with financial institutions, utility providers and other relevant services.  

3.86 Based on the evidence provided by the Age Verification Providers Association and Verifymy, 
we consider that this method is capable of achieving high levels of technical accuracy. There 
are ways to increase the robustness, for example by requiring users to verify their ownership 
of the email address. Where the underlying data points are based on strong digital identity 
verification (e.g. through banks, mortgage lenders), this is likely to indicate reliability. Finally, 
we consider that this method can be operated without risk of material bias, indicating 
fairness. We have concluded that, overall, email-based age estimation, if deployed in line 
with the criteria, is capable of being highly effective at determining whether or not a user is 
a child.  

3.87 Accordingly, we have added email-based age estimation to the non-exhaustive list of age 
assurance methods that are capable of being highly effective (see paragraph 4.17 of the Part 
5 Guidance and after paragraph 3.12 of the Part 3 HEAA Guidance). 

Credit reference agency checks, the electoral roll, National Insurance numbers, and 
offline verification methods 

3.88 We have not updated the list to include credit reference agencies, the electoral roll per 
Equifax and Geocomply’s suggestions, or offline verification as argued for by the Canadian 
Centre for Child Protection and Common Sense Media. Our assessment is that, unless 
combined with other kinds of highly effective age assurance, these methods could all be 
easier for children to circumvent, because they do not typically include means of checking 
that the details supplied belong to the user attempting to access the service. This does not 

 

 
107 We received DSIT’s response to our December 2023 Part 5 Consultation in time to assess it and update our 
approach to labelling Reusable Digital ID services in time for the publication of the draft Part 3 HEAA Guidance. 
Therefore, no change is needed to the Part 3 HEAA Guidance. We have since decided to stop using ‘reusable’ 
because digital identity services can also be used as a one-off.  
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mean that these methods cannot be used in combination with other methods, as part of a 
wider process that could be highly effective at determining whether or not a user is a child. 

Age inference models 

3.89 We are aware that age inference models, which analyse a user’s activity while on a service 
to infer their age, are being increasingly tested and deployed. 

3.90 We do not believe that service providers in scope of Part 5 could reasonably implement age 
inference methods to comply with their duty to ensure that children are not normally able 
to encounter pornographic content, because age assurance should be implemented either at 
the point of entry to the site or no pornographic content should be visible to users on 
entering the site before they have completed the age check.108 An age inference model, 
which analyses a user’s activity while on the service and over a period of time, is therefore 
unlikely to be highly effective in the context of Part 5.109 We have not therefore updated the 
list to include age inference models, as a number of stakeholders suggested. 

3.91 The same reasoning applies to service providers in scope of the proposed service-wide age 
assurance access control measures (measures AA1 and AA2) of the draft Protection of 
Children Codes, published as part of our May 2024 Consultation.110 These measures are 
designed to prevent children from accessing services that are dedicated to harmful content 
and recommend implementing highly effective age assurance and effective access controls 
in a way, and at a point in the sign-in process, to prevent users from accessing the entire 
service unless they have been determined to be adults.  

3.92 We recognise that age inference models could, in theory, play a role for service providers in 
scope of other draft age assurance measures (measures AA3-AA6), where children are 
allowed to access a service, but must be protected from harmful content that may be 
present on the service.111 We will address responses made about age inference in this 
context when we publish the Protection of Children Statement in April 2025 and will update 
our Part 3 HEAA Guidance as necessary. 

Verifiable parental consent 

3.93 While methods for obtaining verifiable parental consent vary, they typically involve a child 
self-declaring their age, and their parent being prompted to undergo an age check 
themselves; and verify that their child has provided the correct age. While having verifiable 
parental consent could be proof that a user is a child, if implemented correctly, it is not the 
case that the absence of verifiable parental consent could be used as evidence that the user 
is an adult.  

 

 
108 4.7 of the Part 5 Guidance. 
109 In theory there may be cases where a provider of a Part 5 service offers regulated provider pornographic 
content on one part of the service and other kinds of content on other parts of the service, such that it could 
use age inference modelling based on users' activity on those other parts of the service. However, in practice 
we expect such cases to be rare, if any. 
110 See May 2024 Consultation, Section 15 and draft Protection of Children Code of Practice for user-to-user 
services 
111 See May 2024 Consultation, Section 15 and draft Protection of Children Code of Practice for user-to-user 
services 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/a7-draft-childrens-safety-code-user-to-user-services.pdf?v=336059
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/a7-draft-childrens-safety-code-user-to-user-services.pdf?v=336059
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/a7-draft-childrens-safety-code-user-to-user-services.pdf?v=336059
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/a7-draft-childrens-safety-code-user-to-user-services.pdf?v=336059
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3.94 For this reason, verifiable parental consent is not a relevant or appropriate method for 
services in scope of Part 5 to meet their duty to implement highly effective age assurance. 
This is because Part 5 services should use age assurance methods in a way, that results in 
children not normally being able to access pornographic content on their services. This 
reasoning also applies to service providers in scope of the draft age assurance measures in 
our Protection of Children Code for user-to-user services, which we will consider in our April 
Protection of Children Statement. 

3.95 We recognise that verifiable parental consent could, in theory, play a role in supporting 
more age-appropriate experiences online for children, and may help services establish if a 
child meets the minimum age requirements in a service’s terms of service.112 We will further 
consider the role of verifiable parental consent in our Protection of Children Statement in 
April, and will update our Part 3 HEAA Guidance if necessary.  

Parental controls and content filtering 

3.96 Parental controls and content filtering are optional tools that enable parents and carers to 
exercise control over the types of experiences their children have online. Different services 
offer different types of parental control and content filtering tools, with a variety of 
functionalities, including in some cases being able to control the type of content that 
children can access. Parental controls are typically available for children under the age of 13 
and most social media and communication services allow children aged 13+ to open an 
account without parental supervision.  

3.97 Parental controls and content filtering offer parents and carers the ability to exercise a 
degree of choice over the online experiences of their children and can play an important role 
in supporting more age-appropriate online experiences for children, as a number of 
stakeholders pointed out. However, these tools are not a way for service providers to 
comply with their duties in relation to highly effective age assurance. While being under 
parental supervision could be considered evidence that a user is a child, the lack of parental 
supervision should never be considered as evidence that a user is over 18. Similarly, the lack 
of content filtering in place could not be presumed to indicate that those accessing the 
service are adults. 

Age assurance at the app store, device, or operating system (OS) level 
3.98 We have carefully considered stakeholder arguments for alternative owners of and 

approaches to age assurance responsibilities. The Act makes clear that the responsibility for 
preventing children from accessing pornographic content falls firmly on the part of the 
service provider where Part 5 applies. Similarly, the Act makes clear that it is the 
responsibility of providers of services in scope of the Part 3 duties to prevent children from 
encountering PPC, and to protect children in age groups judged to be at risk of harm from 
encountering other harmful content.  

3.99 Our proposals are neutral as to who develops or makes available the highly effective age 
assurance solutions. Service providers may choose to use age assurance solutions offered by 
third parties, either integrated with their platform or that are carried out before their users 

 

 
112 See May 2024 Consultation, Section 15 and draft Protection of Children Code of Practice for user-to-user 
services 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/a7-draft-childrens-safety-code-user-to-user-services.pdf?v=336059
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/a7-draft-childrens-safety-code-user-to-user-services.pdf?v=336059
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are able to access the relevant content or functionality, provided they can demonstrate that 
this approach complies with their Part 5 or Part 3 duties. In response to stakeholder 
feedback, we recognise that this may include implementation of age assurance by providers 
of app stores, operating systems, browsers or devices. 

3.100 We have updated the Part 5 Guidance at paragraph 4.11 to align with the Part 3 HEAA 
Guidance at paragraph 4.5 and included additional detail clarifying this. This updated 
guidance emphasises that system-level age assurance methods may be used but that, where 
any such methods are used, the regulated service provider must ensure that the overall 
process delivers the required outcome of the duties to implement highly effective age 
assurance.  

3.101 As part of the ongoing implementation of the Online Safety regime, Ofcom is required under 
the Act to produce a report by January 2027 about the use of app stores by children.113 In 
particular, the report must: 

• assess what role app stores play in children encountering content that is harmful 
to children, search content that is harmful to children or regulated provider 
pornographic content by means of regulated apps 114 which the app stores make 
available;  

• assess the extent to which age assurance is currently used by providers of app 
stores, and how effective it is; and  

• explore whether children’s online safety would be better protected by the greater 
use of age assurance or particular kinds of age assurance by such providers, or by 
other measures. 

3.102 In response to Snap’s suggestion that Ofcom should accelerate the publication of the app 
store report, we do not consider that this would be beneficial for the quality of the report’s 
findings. Sufficient time is required to allow Ofcom to gather evidence and assess properly 
the impact of the current duties, before determining whether children’s online safety would 
be better protected by the greater use of age assurance by app stores. 

Age tokens 
3.103 Age tokens are reusable digital assets that act as a digital proxy or representation of a 

completed age check. They can be shared by a user across multiple services over a defined 
period of time as evidence that an age check has been completed. We therefore consider 
that age tokens are not an age assurance method per se, but could form part of a highly 
effective age assurance process, so long as service providers can evidence that the age check 
underpinning the token and the process to share this information is highly effective.  

3.104 We have updated the Part 5 Guidance at paragraph 4.11 and the Part 3 HEAA Guidance at 
paragraph 3.6 to include reference to age tokens. Where service providers choose to use age 
tokens, it remains their responsibility to ensure that the initial age check and the process to 
share this information with the regulated service was highly effective (e.g. that it had regard 
to the four criteria).  

 

 
113 Section 161 of the Act. 
114 This means an app for a regulated service for use on any kind of device. Section 161(5) of the Act. 
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3.105 In response to Yoti’s request for guidance on the frequency with which age tokens should be 
reverified, we reiterate that, in line with paragraph 4.59 of the Part 5 Guidance and 
paragraph 3.6 of the Part 3 HEAA Guidance, it is the responsibility of the service provider to 
assess how frequently their age assurance process, whether enabled by age tokens or 
otherwise, should be repeated in order to ensure that it is highly effective.  

Multiple methods 
3.106 It is for each service provider to determine the method, or combination of methods, that are 

most appropriate to meet its duties under the Act. Some providers may choose an approach 
that consists of multiple methods used in combination with each other to complement each 
other and increase the overall effectiveness. However, we have not stated that this is the 
only means of ensuring that an approach is highly effective, as some stakeholders suggested. 

3.107 We have taken a technology-neutral, flexible approach to highly effective age assurance to 
afford service providers a degree of flexibility in how they comply, recognising that both 
pieces of guidance apply to a broad range of service providers with diverse features and 
design. 

UK Digital Identity and Attributes Trust Framework 
3.108 We have expanded the reference to the UK Digital Identity and Attributes Trust Framework 

in the Part 5 Guidance at paragraph 4.27 and the Part 3 HEAA Guidance at paragraph 4.7. 
We consider that using a method certified against the trust framework can help to support 
compliance with the age assurance duties. It is not mandatory for regulated services to use a 
provider that is certified against the trust framework, nor is it an automatic means of 
compliance with the age assurance duties. However, we consider that doing so could be a 
useful indicator of compliance, so long as the service provider can demonstrate that their 
approach is highly effective and has been implemented in line with Ofcom’s guidance. A 
register of certified services is published on GOV.UK, helping individuals and businesses to 
choose trustworthy services. 

Criteria for determining whether age assurance is 
highly effective 

Background 
3.109 Our view is that it is both the method(s) used and the way that it is implemented that 

determines whether an age assurance process is highly effective. For this reason, we 
proposed in both the Part 5 Guidance and Part 3 HEAA Guidance four criteria that service 
providers should have regard to when implementing age assurance, that relate to the 
technical performance of the age assurance process. Those four criteria are:  

• Technical accuracy: the degree to which an age assurance method can correctly 
determine the age of a user under test lab conditions.  

• Robustness: the degree to which an age assurance method can correctly 
determine the age of a user in unexpected or real-world conditions. 

• Reliability: the degree to which the age output from an age assurance method is 
reproducible and derived from trustworthy evidence.  

https://www.gov.uk/government/publications/list-of-certified-digital-identity-and-attribute-services
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• Fairness: the extent to which an age assurance method avoids or minimises bias 
and discriminatory outcomes.  

3.110 We proposed in our December 2023 and May 2024 consultations that service providers 
should ensure that their age assurance process fulfils each of the criteria in order to be 
considered highly effective.  

3.111 We recognised that there may be trade-offs in how well an age assurance method performs 
against each of the criteria, and service providers should determine which trade-offs are 
appropriate to ensure that the overall process is highly effective at correctly determining 
whether a user is a child. 

3.112 We received a range of stakeholder responses on the proposed criteria for determining 
whether age assurance is highly effective, which we address in each topic below. 

The technical accuracy criterion 
Our proposal  
3.113 In the draft Part 5 Guidance and Part 3 HEAA Guidance, we explained that the criterion of 

technical accuracy referred specifically to how an age assurance method can correctly 
determine the age of a user under test lab conditions. We used the term ‘technical accuracy’ 
to distinguish this criterion from more holistic concepts of accuracy, which may consider a 
broad range of factors. 

3.114 In the draft Part 5 Guidance, we proposed that a service provider should carry out the 
following practical steps to fulfil the criterion of technical accuracy: 

• ensure the method has been evaluated against appropriate metrics and record 
these in the written record; and 

• consider implementing a ‘challenge age’ approach when using an estimation 
method. 

3.115 In the draft Part 3 HEAA Guidance, we expanded on the technical accuracy criterion, stating 
it is fulfilled if: 

• the provider has ensured that the measures which are part of the age assurance 
process have been evaluated against appropriate metrics to assess the extent to 
which they can correctly determine the age or age range of a person under test lab 
conditions; 

• where the age assurance process used on the service involves the use of age 
estimation, the provider uses a challenge age approach; and 

• the provider periodically reviews whether the technical accuracy of the age 
assurance process for the service could be improved by making use of new 
technology and, where appropriate, makes change to the age assurance process. 

3.116 In both pieces of guidance, we included examples of metrics that we indicated could be 
appropriate for assessing the technical accuracy of an age assurance solution. We suggested 
that for age assurance methods producing binary results this could be the True Positive Rate 
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(TPR), False Positive Rate (FPR), and False Negative Rate (FNR).115 We suggested that for age 
assurance methods that produce continuous results this could include the Standard 
Deviation, Mean Absolute Percentage Error (MAPE), and Cumulative Score (CS).116 

3.117 We explained that these metrics could be derived from the service providers’ own internal 
testing (if feasible), from testing that third-party age assurance providers have done, or from 
testing by an independent third party.  

3.118 In both pieces of draft guidance, we explained that where age estimation methods are not 
technically accurate enough to correctly determine whether a user is a child within a specific 
age range, using a ‘challenge age’ can help to improve the overall effectiveness of the age 
assurance process by preventing or minimising borderline cases where the age estimation 
method incorrectly assesses a user as being an adult when they are a child.117 In the draft 
Part 5 Guidance we stated that “service providers could consider implementing a ‘challenge 
age’ approach for estimation methods which are not sufficiently technically accurate within 
a specific age range”. We went further in the draft Protection of Children Code for user-to-
user services and the draft Part 3 HEAA Guidance, specifically recommending that “a 
challenge age should be used where a service uses age estimation”.  

Summary of responses 
Challenge age approach 

3.119 In response to our December 2023 Part 5 Consultation, the Canadian Centre for Child 
Protection argued that Ofcom should consider mandating a ‘challenge age’ as otherwise 
providers are unlikely to implement this procedure.118  

3.120 Common Sense Media noted that where age estimation solutions are currently in place, they 
are typically used with a second kind of verification as part of a ‘challenge age’ approach, to 
account for margin of error.119 

3.121 The Children’s Commissioner for England was supportive of service providers implementing 
a challenge age approach and argued that it should be set at age 25 or 30 to allow an 
appropriate margin of error.120  

3.122 Yoti stated that for items restricted to those aged 18 and over, such as alcohol or knives, 
regulators could consider higher age thresholds, such as 23 (with a 5-year buffer) or 25 (with 

 

 
115 We define what is meant by True Positive Rate (TPR), False Positive Rate (FPR), and False Negative Rate 
(FNR) in our Glossary in A4 and in the technical glossary in in Annex 1 of the Part 5 Guidance 
116 We define each of the metrics set out in the glossary in Annex 4 of this statement and in the technical 
glossary in Annex 1 of the Part 5 Guidance. 
117 The Age Check Certification Scheme’s (ACCS) standards describe the ‘challenge age’ as “the age at which a 
provider of age-restricted goods, content or services may cease to require a potential customer to prove their 
age by means of producing evidence of their age.” ACCS, 2020, Technical Requirements for Age Estimation 
Technologies, p.11. 
118 Canadian Centre for Child Protection response to our December 2023 Part 5 Consultation, p.2. 
119 Common Sense Media response to our December 2023 Part 5 Consultation, p.2. 
120 Children’s Commissioner for England response to our December 2023 Part 5 Consultation, p.19. 

https://www.accscheme.com/media/inahwyup/accs-1-2020-technical-requirements-for-age-estimation-technologies.pdf
https://www.accscheme.com/media/inahwyup/accs-1-2020-technical-requirements-for-age-estimation-technologies.pdf
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a 7-year buffer), to further restrict access among 15-17 year olds to less than 0.5% or 0.2%, 
respectively.121 

3.123 iProov stated that the concept of Challenge 25 is problematic. Firstly, the introduction of a 
second check increases the number of potential system vulnerabilities available to a 
malicious actor to exploit. Second, those solutions (online or physical) which rely on a 
human examiner are inherently vulnerable. They asserted and cited that there is ample and 
increasing research to show the difficulties that even expert examiners have in correctly and 
consistently identifying a fake image or document.122  

3.124 One respondent argued that the 'challenge age' approach would require additional age 
assurance methods (overlapping with one another) such as a massive and widespread 
deployment of ID verification which they view as more intrusive, less privacy preserving, 
more costly, and not 100% effective. 123 Twelve-App stated that it is difficult to set the right 
age for a challenge age given that margins of error depend on certain characteristics such as 
gender or skin tone, but also technical conditions of the age estimation (e.g. photo quality), 
and referenced the Yoti White Paper124 as evidence.125 

3.125 One respondent argued that evidence suggests that methods with a high false rejection rate 
can increase the likelihood a user will try to spoof or bypass age assurance []. Some users 
may use VPN solutions to reach services outside the scope of the Online Safety Act. They 
gave the example of a Challenge 33 model creating a significant inconvenience for adults up 
to 33 years old who are being denied legitimate access to services without additional checks 
and potentially delay.126 

Additional comments about technical accuracy 

3.126 Common Sense Media stated that Ofcom should make clear its expectations that services 
should stay abreast of technological developments within available age assurance solutions 
and implement them in a timely manner.127 

3.127 Ingenium Biometric Laboratories Limited suggested that technical accuracy ought to be 
broken down into more detail across photo-ID matching, facial age estimation, and reusable 
digital identity services.128 

3.128 xHamster raised concerns about determining “appropriate metrics” for assessing technical 
accuracy.129 

 

 
121 Yoti response to our May 2024 Consultation, p.21. 
122 iProov response to our December 2023 Part 5 Consultation, pp.6-9; iProov response to our May 2024 
Consultation, pp.10-13.  
123 [] 
124 Yoti, 2023, Yoti Facial Age Estimation White Paper [accessed 9 January 2025] 
125 Twelve App response to our May 2024 Consultation, p.3. 
126 [] 
127 Common Sense Media response to our December 2023 Part 5 Consultation, p.3. 
128 Ingenium Biometric Laboratories Limited response to our May 2024 Consultation, p.8. 
129 xHamster response to our December 2023 Part 5 Consultation, p.5. 

https://www.yoti.com/wp-content/uploads/2023/12/Yoti-Age-Estimation-White-Paper-December-2023.pdf
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Our decision 
3.129 For the reasons explained in our consultation, we have decided to adopt the criterion of 

technical accuracy as part of our Part 5 Guidance and Part 3 HEAA Guidance. 

3.130 We have updated the Part 5 Guidance (paragraph 4.33) and the Part 3 HEAA Guidance (table 
4.1) to state that service providers should “ensure the age assurance method(s) has been 
evaluated against appropriate metrics and the results indicate that the method(s) is able to 
correctly determine whether or not a particular user is a child under test lab conditions”. We 
have also updated the accompanying example of non-compliance in the Part 5 Guidance 
accordingly. We have made these changes to make it more explicit that there should be a 
positive outcome from such testing, as opposed to the testing in and of itself demonstrating 
that a service provider has had regard to the technical accuracy criterion. 

On challenge age approach 

3.131 In addition to consultation responses from Canadian Centre for Child Protection, Common 
Sense Media, the Children’s Commissioner for England and other stakeholders, we have 
reviewed NIST’s Face Analysis Technology Evaluation report,130 which supports our position 
that, to be highly effective, an appropriate challenge age should be in place for a process 
that relies on age estimation. All age estimation methods carry a margin of error and a 
challenge age approach minimises the likelihood of children being erroneously classified as 
adults. 

3.132 We have therefore aligned the Part 5 Guidance with the draft Protection of Children Code 
for user-to-user services and Part 3 HEAA Guidance, to recommend that providers should 
implement a challenge age when they are using an age estimation method. This is to ensure 
consistency between the Part 5 Guidance and Part 3 HEAA Guidance, and in recognition that 
the use of a challenge age can help to improve the overall effectiveness of the age assurance 
process. 

3.133 We have not, however, recommended setting a specific age for challenge age (e.g., 
Challenge 25 scheme for buying alcohol131), as this will depend on the age estimation 
solution in question and the overall age assurance process in place. As stated in paragraph 
4.41 of the Part 5 Guidance and paragraph 4.19 of the Part 3 HEAA Guidance, the challenge 
age should be set according to the limits of the technical accuracy of that method. For 
example, where a solution is less technically accurate, a higher challenge age should be set. 

3.134 In response to stakeholder comments at paragraph 3.124 of this statement that a challenge 
age approach may be privacy intrusive, we refer to the ICO’s Opinion on Age Assurance that 
says, when used correctly, waterfall techniques have the potential to offer high levels of 
confidence, while providing a privacy respecting approach for users.132  

Additional comments about technical accuracy 

3.135 In recognition of Common Sense Media’s comment about the importance of staying abreast 
of technological developments and implementing them in a timely manner, and to align with 

 

 
130 NIST, 2024, Face Analysis Technology Evaluation: Age Estimation and Verification  
131 Drink Aware, Challenge 25.  
132 Section 3.4, para 2 of the ICO’s Opinion on Age Assurance. 

https://nvlpubs.nist.gov/nistpubs/ir/2024/NIST.IR.8525.pdf
https://www.drinkaware.co.uk/facts/information-about-alcohol/alcohol-and-the-law/buying-alcohol#challenge25
https://ico.org.uk/about-the-ico/what-we-do/information-commissioners-opinions/age-assurance-for-the-children-s-code/3-age-assurance-methods/
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the steps set out in the draft Part 3 HEAA Guidance, we have amended the Part 5 Guidance 
at Figure 4.2 and paragraph 4.43 to state more explicitly that providers should periodically 
review whether the technical accuracy of the age assurance process for the service could be 
improved by making use of new technology and, where appropriate, make changes to the 
age assurance process. 

3.136 We acknowledge the suggestion at paragraph 3.127 that technical accuracy could be broken 
down into further detail for specific age assurance methods. However, we consider that the 
metrics we have suggested in both pieces of guidance are suitable for use across a range of 
methods which produce binary or continuous outputs. We have therefore made no changes 
to the technical accuracy criterion based on this suggestion; however, we will remain 
actively engaged in how the testing of different methods develops in time.  

3.137 We acknowledge the concern expressed by one respondent about determining appropriate 
metrics to assess the technical accuracy of an age assurance method; however, we consider 
that the metrics we have suggested in both pieces of guidance, for both binary and 
continuous methods, help to mitigate this concern.  

The robustness criterion 
Our proposals 
3.138 In the draft Part 5 Guidance and draft Part 3 HEAA Guidance, we stated that the criterion of 

robustness describes the degree to which an age assurance method can correctly determine 
the age of a user in atypical or real-world conditions.  

3.139 We explained that conditions in the real world will vary considerably to those in a test 
scenario, and that common threats to robustness in the context of age assurance methods 
include: 

• conditions that change the quality or characteristics of an input e.g. poor lighting, 
blurring, brightness, contrast, or positioning of the user in an image (relevant for 
methods reliant on visual input e.g., facial age estimation, photo-ID matching, etc.); and 

• circumvention techniques that are easily accessible to children and where it is 
reasonable to assume they may use them (for example a child user uploading an image 
of an ID that does not belong to them).  

3.140 We recognised that, if an age assurance method is not robust, it will be more vulnerable to 
circumvention. We also acknowledged that no age assurance method is likely to be effective 
all the time and in all circumstances.  

3.141 In the draft Part 5 Guidance, we proposed that a service provider should carry out the 
following practical steps to fulfil the criterion of robustness: 

• implement age assurance processes that have undergone tests in multiple 
environments during development, and include details of this test process in the 
written record; and 

• take steps to mitigate against methods of circumvention that are easily accessible 
to children and where it is reasonable to assume that children may use them. 

3.142 In line with our duty under Part 5 of the Act to provide examples of circumstances in which 
we are likely to consider that a provider has not complied with its duties, we outlined the 
following examples: 
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• the service provider has implemented facial age estimation which allows children 
to upload a still image they have obtained of an adult;  

• the service provider has implemented photo-ID matching which easily allows 
children to verify their age using fake or manipulated ID documents; 

• the service provider explicitly and deliberately encourages or enables child users 
to circumvent its age assurance process and/or access controls, e.g., by providing a 
link to and recommending the use of a VPN to avoid the controls, such that they 
are not likely to be effective at normally preventing children from encountering 
regulated provider pornographic content. 

3.143 In the draft Part 3 HEAA Guidance, we proposed that the robustness criterion is fulfilled if 
the service provider has: 

• taken steps to identify methods children use to circumvent the age assurance 
process used on the service to determine that the relevant individual is not a child;  

• taken feasible and proportionate steps to prevent children using those methods; 
and 

• ensured that the age assurance process for the service have been tested in 
multiple different environments during the development of the age assurance 
process. 

Summary of responses 
3.144 Several respondents expressed support for the proposals outlined above.133 Other 

respondents highlighted additional circumvention risks, suggested further mitigations, or 
ways that the evidence and understanding of circumvention risks could be increased. We 
explain these comments in more detail below. 

Threats to the robustness of age assurance methods 

Facial age estimation 

3.145 iProov expressed concern about the circumvention risks associated with facial age 
estimation arguing that the evidence on the lack of accuracy of such technologies, as 
illustrated by NIST in testing, makes it easier for children to circumvent them than is the case 
when using age verification technologies.134  

3.146 The Canadian Centre for Child Protection argued that facial age estimation using only a static 
image is not sufficiently reliable, given the circumvention risks.135  

3.147 []136  

3.148 On the other hand, Yoti argued that its facial age estimation solution is recognised for its 
resilience against spoofing.137 

 

 
133 Brown, N. response to our December 2023 Part 5 Consultation, p.3; Northern Ireland Commissioner for 
Children & Young People (NICCY) response to the May 2024 Consultation, p.31; Nexus response to the May 
2024 Consultation, p.14.  
134 iProov response to our December 2023 Part 5 Consultation, p.1. 
135 Canadian Centre for Child Protection response to our December 2023 Part 5 Consultation, p.4. 
136 [] 
137 Yoti response to our May 2024 Consultation, p.20. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/brown-n.pdf?v=370062
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Methods reliant on passports or other ID documents 

3.149 iProov stated that age verification based on a user uploading hard identifiers, such as a 
passport, could be circumvented by a child making use of an adult’s documents.138  

3.150 Yoti argued that sophisticated fake identity documents can be purchased at a very low price 
and should be considered accessible to children.139 Geocomply provided an example of this 
occurring.140 

3.151 Several respondents noted the use of AI tools to create more sophisticated false documents 
or enable circumvention in other novel ways141 and 5Rights highlighted this as an important 
emerging risk which service providers should monitor.142  

Credit card checks 

3.152 Common Sense Media and ID Crypt Global expressed concern that a child could circumvent 
credit card verification as a form of age assurance by using a parent’s credit card.143  

3.153 ID Crypt Global argued that providing a credit or debit card does not confirm the identity of 
the person holding the card but instead confirms the identity of the card owner.144  

3.154 Common Sense Media stated that since the enactment of Children’s Online Privacy 
Protection Rule (COPPA) in the United States in 1998, credit card verification has become 
the “most circumvented method of age assurance”.145  

Open banking 

3.155 With regards to methods that check age via a user’s bank account, one respondent argued 
that a child could make use of an adult’s details to circumvent the solution, showing how 
this method proposed by Ofcom may be circumvented.146  

3.156 Open Identity Exchange suggested that when using a bank account login as proof of 
identification, users should have to use a biometric authenticator to prove they are the 
owner of the bank account, otherwise it is easy for someone to borrow the bank account of 
an adult for ID proofing purposes.147 

  

 

 
138 iProov response to our December 2023 Part 5 Consultation, p.3. 
139 Yoti response to our December 2023 Part 5 Consultation, p.11. 
140 Geocomply response to our December 2023 Part 5 Consultation, p.3. 
141 5Rights response to our December 2023 Part 5 Consultation, p.8; Christian Action Research and Education 
(CARE) response to our December 2023 Part 5 Consultation, p.4; GeoComply Solutions response to our 
December 2023 Part 5 Consultation, p.3; Qoria Ltd response to May 2024 Consultation, p.3. 
142 5Rights response to our December 2023 Part 5 Consultation, p.8. 
143 Common Sense Media response to our December 2023 Part 5 Consultation, pp.3-4; ID Crypt Global 
response to our December 2023 Part 5 Consultation, p.2. 
144 ID Crypt Global response to our December 2023 Part 5 Consultation, p.2. 
145 Common Sense Media response to response to our December 2023 Part 5 Consultation, p.4. 
146 [] 
147 Open Identity Exchange (OIX) response to our December 2023 Part 5 Consultation, p.2. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444
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Virtual Private Networks (VPNs) 

3.157 A large number of respondents cited VPNs as a threat to the robustness of age assurance 
methods.148 Some respondents felt that the use of VPNs will render the approach to highly 
effective age assurance ineffective overall and that it is not possible to mitigate against the 
circumvention risk that they pose.149 

3.158 Many respondents suggested that Ofcom could mandate that service providers block traffic 
from VPNs.150 Internet Matters called for Ofcom to strengthen its stance on VPNs, setting a 
higher bar for service providers to mitigate against people using VPNs to circumvent age 
assurance.151 Dr Karen Middleton, University of Portsmouth and Conscious Advertising 
Network argued that this could be achieved by service providers using algorithms to detect 
and block known VPN IP addresses, blocking proxy servers, requiring two-factor 
authentication, using parental controls and blacklisting VPNs. This respondent also called on 

 

 
148 Barnardo’s response to our December 2023 Part 5 Consultation p.6; Burville, M response to our December 
2023 Part 5 Consultation, pp.3-4; CEASE’s response to our December 2023 Part 5 Consultation p.4; Christian 
Institute’s response to our December 2023 Part 5 Consultation pp.3-4 and our May 2024 Consultation, p.10; 
Collier D, response to our December 2023 Part 5 Consultation, pp.3-4; CARE’s response to our December 2023 
Part 5 Consultation p.4; Dr Karen Middleton, University of Portsmouth and Conscious Advertising Network 
response to our May 2024 Consultation, p 16; Common Sense Media’s response to our December 2023 Part 5 
Consultation P.4; Fringe Dweller Productions response to our December 2023 Part 5 Consultation, pp.3-4; 
Hutchison, A response to our December 2023 Part 5 Consultation, p.5; Inkbunny response to our May 2024 
Consultation, p.3; Internet Matters response to our December 2023 Part 5 Consultation, p.10; Jackson, EM 
response to our December 2023 Part 5 Consultation, p.4; Name Withheld 1 response to our December 2023 
Part 5 Consultation, pp.3-4; Name Withheld 2 response to our December 2023 Part 5 Consultation, pp.3-4; 
Name Withheld 3 response to our December 2023 Part 5 Consultation, pp.3-4; Name Withheld 4 response to 
our December 2023 Part 5 Consultation, pp.3-4; Name Withheld 5 response to our December 2023 Part 5 
Consultation, pp.3-4; Name Withheld 6 response to our December 2023 Part 5 Consultation, pp.5-6; Name 
Withheld 8 response to our December 2023 Part 5 Consultation, p.4; Name Withheld 9 response to our 
December 2023 Part 5 Consultation, p.3; Safazadeh, S, response to our December 2023 Part 5 Consultation, 
pp.3-4; Shaw, A. response to our December 2023 Part 5 Consultation, pp.3-4; Warren techUK response to our 
May 2024 Consultation, p.15; Yoti response to our May 2024 Consultation, pp.5-6 and November 2023 Illegal 
Harms Consultation, p.7; 14 further confidential individual respondents to our December 2023 Part 5 
Consultation, pp.3-4. 
149Burville, M response to our December 2023 Part 5 Consultation, p.5; Collier D, response to our December 
2023 Part 5 Consultation, pp.4-5; Fringe Dweller Productions response to our December 2023 Part 5 
Consultation, p.4; Hutchison, A response to our December 2023 Part 5 Consultation, p.5; Jackson, EM response 
to our December 2023 Part 5 Consultation, p 4; Name Withheld 1 response to our December 2023 Part 5 
Consultation, p.4; Name Withheld 2 response to our December 2023 Part 5 Consultation, p.4; Name Withheld 
3 response to our December 2023 Part 5 Consultation, p.4; Name Withheld 4 response to our December 2023 
Part 5 Consultation, p.4; Name Withheld 5 response to our December 2023 Part 5 Consultation, p.4; Name 
Withheld 6 response to our December 2023 Part 5 Consultation, p.6; Name Withheld 8 response to our 
December 2023 Part 5 Consultation, p.4; Name Withheld 9 response to Part 5 guidance, p.3; Safazadeh, S, 
response to our December 2023 Part 5 Consultation, p.4; Shaw, A. response to our December 2023 Part 5 
Consultation, p.4; Warren A, response to our December 2023 Part 5 Consultation, p.4; 14 further confidential 
individual respondents to our December 2023 Part 5 Consultation, pp.1-4. 
150 Barnardo’s response to our December 2023 Part 5 Consultation p.6; CARE’s response to our December 2023 
Ofcom’s Part 5 consultation p.4; CEASE’s response to our December 2023 Part 5 Consultation p.4; Christian 
Institute’s response to our December 2023 Part 5 Consultation, p.4. and our May 2024 Consultation, p.10; Dr 
Karen Middleton, University of Portsmouth and Conscious Advertising Network response to our May 2024 
Consultation, p.16. 
151 Internet Matters response to our December 2023 Part 5 Consultation, p.10. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-6.pdf?v=369429
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-6.pdf?v=369429
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-6.pdf?v=369429
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Ofcom to work with legislators to implement further legislation to require VPN providers to 
comply with the act.152  

3.159 Christian Action Research and Education (CARE) and the Centre to End All Sexual Exploitation 
(CEASE) suggested that providers should require age assurance each time a user tries to 
access content through a VPN including access from a known VPN IP address, even if this is 
based outside the UK. 153  

3.160 On the other hand, a group of individual respondents highlighted that VPNs are used by 
adults for many reasons, including by adult content creators who are vulnerable to hackers 
trying to find out their locations.154 

3.161 Yoti highlighted that video sharing platforms and on-demand programme services block 
VPNs, and encouraged Ofcom to look at the approach that they take.155 

The dark web, proxy websites or servers, and Tor Browsers 

3.162 Common Sense Media also noted that there are a range of other technologies that enable 
children to access age-restricted content, including torrenting media content,156 using proxy 
websites or servers, using a Tor Browser, and accessing the ‘dark web.’ It cited a BBFC survey 
showing that as many as 25% of children aged 14-15 and 33% of children aged 16-17 
reported knowing how to use these tools to circumvent age assurance.157 It argued that 
these services are often hard to identify, are decentralised, and designed to evade law 
enforcement, making them difficult to mitigate against.158 

Device and account sharing 

3.163 Some respondents commented on the circumvention risk of device and/or account 
sharing.159 

 

 
152 Dr Karen Middleton, University of Portsmouth and Conscious Advertising Network response to our May 
2024 Consultation, pp.16-17. 
153 CARE’s response to our December 2023 Part 5 Consultation p.4; CEASE’s response to our December 2023 
Part 5 Consultation p.5. 
154 Burville, M response to our December 2023 Part 5 Consultation, p.4; Collier D, response to our December 
2023 Part 5 Consultation, p 4; Fringe Dweller Productions response to our December 2023 Part 5 Consultation, 
p.4; Hutchison, A response to our December 2023 Part 5 Consultation, p 5; Jackson, EM response to our 
December 2023 Part 5 Consultation, p 6; Name Withheld 1 response to our December 2023 Part 5 
Consultation, p 4; Name Withheld 2 response to our December 2023 Part 5 Consultation, p.4; Name Withheld 
3 response to our December 2023 Part 5 Consultation, p.4; Name Withheld 4 response to our December 2023 
Part 5 Consultation, p.4; Name Withheld 5 response to our December 2023 Part 5 Consultation, p.4; Name 
Withheld 6 response to our December 2023 Part 5 Consultation, p.6; Name Withheld 8 response to our 
December 2023 Part 5 Consultation, p 4; Safazadeh, S, response to our December 2023 Part 5 Consultation, 
p.4; Shaw, A. response to our December 2023 Part 5 Consultation, p.4; Warren A, response to our December 
2023 Part 5 Consultation, p.5; 14 further confidential individual respondents to our December 2023 Part 5 
Consultation, p.4.  
155 Yoti response to our May 2024 Consultation, pp.5-6. 
156 A peer-to-peer file sharing protocol. 
157 BBFC, 2020, Young people, Pornography & Age-verification [accessed 9 January 2025] 
158 Common Sense Media’s response to our December Part 5 Consultation, p.4.  
159 Bandio’s response to our May 2024 Consultation, pp.3-4; International Justice Mission response to our May 
2024 Consultation, p.7; Roblox response to our May 2024 Consultation, p.21. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-6.pdf?v=369429
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-6.pdf?v=369429
https://www.revealingreality.co.uk/wp-content/uploads/2020/01/BBFC-Young-people-and-pornography-Final-report-2401.pdf
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3.164 Yoti cautioned against one-off age checks because of the problems this may pose with 
device or account sharing.160 

3.165 Open Identity Exchange expressed concern about the use of stored ID proofs from reusable 
IDs and argued that without an appropriate authentication mechanism, a reusable ID could 
be easily shared among users.161 

Stakeholder views on mitigations to circumvention risks 

3.166 Some respondents suggested repeating age checks as a way of mitigating circumvention 
risks.162 The Age Verification Providers Association suggested that a user’s age should be 
checked every 1-3 months.163 Yoti highlighted that the recent consultation from French 
regulator, Arcom, considered that providers hosting pornography should require an age 
check every time a user attempts to access their service.164 Veridas argued that there is a 
need for a successive authentication process, even when passwords are used, as passwords 
can be stolen or guessed.165 The National Crime Agency (NCA) highlighted that it may be 
useful to consider requiring periodic ongoing age assurance for a user to continue to access 
a service, such as after a set period of time or a change to the risk of a user’s profile. This 
may help to mitigate against any users incorrectly passing an age check.166 

3.167 The Age Verification Providers Association suggested that rather than Ofcom seeking to 
define countermeasures for any given method of age assurance, it should require that 
methods meet the minimum requirement for highly effective age assurance and monitor to 
ensure that service providers put surveillance in place to ensure their services are not 
normally encountered via circumvention methods.167 

3.168 Yoti suggested that liveness checks should be mandatory for any facial age estimation 
solution.168 

3.169 The Age Check Certification Scheme suggested that service providers should be required to 
bind the result of an age assurance check to a user.169  

3.170 Common Sense Media and Integrity Institute argued that requiring a combination of age 
assurance checks, otherwise called a “waterfall” approach, is an effective means of reducing 
the risk of circumvention.170 Arcom highlighted that the more user-friendly an age assurance 

 

 
160 Yoti response to our May 2024 Consultation, p.27. 
161 Open Identity Exchange’s response to our December 2023 Part 5 Consultation p.3. 
162 Age Verification Providers Association response to our December 2023 Part 5 Consultation, pp.7-8; Internet 
Matter’s response to our December 2023 Part 5 Consultation, p.6; Veridas response to our December 2023 
Part 5 Consultation, p.4; Yoti response to our May 2024 Consultation, p.27. 
163 Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.7. 
164 Yoti’s response to our May 2024 Consultation, p.27. 
165 Veridas response to our December 2023 Part 5 Consultation, p.4. 
166 National Crime Agency (NCA) response to our May 2024 Consultation, p.9. 
167 Age Verification Providers Association response to our December 2023 Part 5 Consultation, pp.8-9. 
168 Yoti’s response to our December 2023 Part 5 Consultation, p.12. 
169 Age Check Certification Scheme response to our May 2024 Consultation, p.41. 
170 Common Sense Media response to our December 2023 Part 5 consultation, p.4; Integrity Institute response 
to our May 2024 Consultation, p.2. 
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process is, the less likely it is to be circumvented, so service providers should deploy user-
friendly solutions.171  

Additional comments about circumvention and robustness  

3.171 Yoti argued that Ofcom’s proposals did not account for the ease of circumvention, the 
evolution of circumvention techniques (for example virtual private networks), and users’ 
literacy levels. It argued that these are important factors for service providers to consider 
when implementing an age assurance method and that they should form the basis of an 
additional criteria.172 

3.172 The Free Speech Coalition expressed concern that service providers would not be able to 
determine the circumvention risk of technologies. They suggested that our guidance should 
define acceptable risk and how to calculate this.173 Similarly, xHamster called for further 
clarification on how service providers should assess which circumvention methods might be 
considered as easily accessed by children.174  

3.173 One respondent argued that the risk of circumvention is inevitable unless a service provider 
implements “extremely intrusive and technically unfeasible verification and continuous 
monitoring methods”. The respondent said this indicates why it is essential to approach 
child safety online through a number of ways, including education of the general public and 
strengthening parental controls, rather than placing the burden solely on the service 
provider.175 

3.174 Some respondents suggested that Ofcom should do more to build the evidence base and 
awareness of circumvention techniques. Several respondents suggested that Ofcom should 
conduct research on circumvention techniques.176 Nexus suggested that Ofcom should 
continually scope for software that might be able to bypass age assurance technology.177 
Yoti suggested that Ofcom should in the future provide examples, or anonymised examples, 
of sites that demonstrate best practice to protect their users.178 

Our decision 
3.175 For the reasons explained in our consultation, we have decided to adopt the criterion of 

robustness as part of our Part 5 Guidance and Part 3 HEAA Guidance. Having carefully 
considered the consultation responses on this criterion, we discuss below what changes we 
have, and have not made, in relation to what we say in the Part 5 Guidance and the Part 3 
HEAA Guidance on this criterion. 

 

 
171 Arcom response to our December 2023 Part 5 Consultation, p.5. 
172 Yoti response to our December 2023 Part 5 Consultation, p.12. 
173 Free Speech Coalition response to our December 2023 Part 5 Consultation, p.5. 
174 xHamster response to our December 2023 Part 5 Consultation, p.6. 
175 [] 
176 Children’s Commissioner for England response to Part 5 Consultation, p.17; REPHRAIN response to our May 
2024 Consultation, p.3; Yoti’s response to our December 2023 Part 5 Consultation, p.13; Yoti’s response to 
Ofcom’s our May 2024 Consultation, pp.27-28. 
177 NEXUS response to our May 2024 Consultation, p.14. 
178 Yoti response to our May 2024 Consultation, p.27. 
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Changes to our guidance concerning robustness 

3.176 In response to stakeholder feedback, we have strengthened our guidance on mitigating 
circumvention risks in a number of ways below. 

Robustness criterion 

3.177 We have refined the definition of the robustness criterion in the Part 5 Guidance and the 
Part 3 HEAA Guidance to state that it “describes the degree to which an age assurance 
method can correctly determine the age of a user in actual deployment contexts”, rather 
than “in unexpected or real-world conditions”, as stated previously. We have reflected this 
throughout both pieces of guidance.  

3.178 In the Part 5 Guidance at paragraph 4.52 and the Part 3 HEAA Guidance at paragraph 4.29, 
we have refined one of the steps under the robustness criterion to state that service 
providers should “identify and take appropriate steps to mitigate against methods of 
circumvention that are easily accessible to children and where it is reasonable to assume 
that children may use them” to align both pieces of guidance and to provide further 
clarification. 

3.179 For consistency and clarity, we have made clear in the Part 3 HEAA Guidance at paragraph 
4.37 and the Part 5 Guidance at paragraph 4.60, that the robustness criterion means that 
“service providers should not publish content on their service that directs or encourages UK 
users to circumvent the age assurance process or the access controls, for example by 
providing information about or links to a virtual private network (VPN) which may be used 
by children to circumvent the age assurance process”. This alignment change has been made 
to ensure that both pieces of Guidance are consistent on this point, and because we think it 
is important to make it clear it is a facet of robustness.  

Facial age estimation 

3.180 We have considered stakeholder feedback regarding circumvention risks associated with 
facial age estimation. Concerns that the margin of error associated with facial age estimation 
technologies could enable circumvention are addressed through the use of the challenge 
age approach, which is outlined under the technical accuracy criterion (at paragraph 3.131). 

3.181 In response to Yoti’s comment, we have amended both pieces of guidance to state more 
explicitly that liveness detection should help to ensure that children are not using still 
images of adults to pass through facial age estimation or photo-ID matching (see paragraphs 
4.55 and 4.56 of Part 5 Guidance and 4.33 of Part 3 HEAA Guidance). 

Methods reliant on ID documents, mobile phone number, email address, or credit card checks 

3.182 In response to stakeholder concerns around circumvention, we have stated in our final 
guidance that, where service providers implement an age assurance process that relies on 
details obtained via a user’s identification document (including digitally stored proofs), 
mobile phone number, email address, or credit card details, we expect providers to have a 
means of checking that the details supplied belong to the user attempting to access the 
service (see paragraph 4.53 of the Part 5 Guidance and paragraph 4.30 of the Part 3 HEAA 
Guidance). We have added a corresponding example of non-compliance to the Part 5 
Guidance at paragraph 4.60.  
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Frequency of age checks 

3.183 Based on stakeholder responses, we have stated in our final guidance that repeating an age 
check can help to increase the robustness of an age assurance method, and that services 
providers should: i) consider whether repeated age checks may be needed to secure the 
robustness of their solution based on the features of their service and age assurance 
process; and ii) determine how often it is appropriate to repeat an age check (see paragraph 
4.58 of the Part 5 Guidance and paragraph 4.36 of the Part 3 HEAA Guidance).  

3.184 We consider that this change helps to address a range of circumvention-related stakeholder 
concerns, including device or account sharing and instances where children may be 
mistakenly classified as adults during the initial age check (although where a service provider 
has had sufficient regard to the criteria, such instances should be rare).  

3.185 We have also suggested that, when deciding on the frequency of age checks, services should 
be mindful of data protection law requirements to assess the necessity and proportionality 
of the personal data processing and to take a data protection by design approach to 
implementing the data protection principles. We have also signposted services to the 
relevant ICO Guidance.  

3.186 However, we have not made any further recommendations about the frequency of any 
repeat age checks. This is because the need for repeat age checks, and the appropriate 
approach to conducting these, is likely to vary depending on the context of each service and 
its age assurance process. Given that we allow flexibility over the age assurance process 
used, service providers themselves should consider the potential use of repeat age checks in 
their specific circumstances.  

Areas where we do not consider changes to our guidance are necessary 

Access to falsified documents 

3.187 We acknowledge Yoti’s concern about children’s potential access to sophisticated falsified 
documents. We have made a minor clarification in the Part 5 Guidance at paragraph 4.57 
and the Part 3 HEAA Guidance at paragraph 4.34 to remove the qualifier ‘basic’ and state 
that we expect service providers to take steps to detect falsified documents, such as those 
set out in government-issued guidance on how to prove and verify someone’s identity 
(“GPG45”). Where a service provider has made no effort to ensure that an age assurance 
process reliant on hard identifiers is able to detect falsified documents, we would likely 
consider that the provider has not taken sufficient steps to ensure that the approach is 
robust. We also make clear in the ‘example of non-compliance’ (see paragraph 4.60 of the 
Part 5 Guidance) that, if a service provider has implemented photo-ID matching which easily 
allows children to verify their age using fake or manipulated ID documents, we are likely to 
consider that they have not complied with their duties. 

3.188 We have considered stakeholder concerns about generative artificial intelligence 
(“Generative AI”) enabling greater access to sophisticated forged identity documents.179 
Both the Part 5 Guidance and the Part 3 HEAA Guidance make clear that we expect service 

 

 
179 Generative AI refers to artificial intelligence models that can create text, images, audio and videos in 
response to a user prompt. 

https://www.gov.uk/government/publications/identity-proofing-and-verification-of-an-individual/how-to-prove-and-verify-someones-identity
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providers to take appropriate steps to mitigate against methods of circumvention that are 
easily accessible to children, and where it is reasonable to assume that children may use 
them. Therefore, should such methods become easily accessible and widely used by 
children, the current wording in both pieces of guidance makes clear that we will expect 
providers to take appropriate action to mitigate these risks. 

VPNs, the dark web, proxy websites or servers, and Tor Browsers 

3.189 We have carefully considered stakeholder responses that suggested that we should require 
providers to block VPNs or other technologies that could be used by children to access age-
restricted content, such as proxy websites or servers and Tor Browsers. 

3.190 The Part 3 and Part 5 duties in the Act do not require services to block all traffic from VPNs 
or other similar private network technologies – which are lawful to use in the UK. This means 
that Ofcom has no power to mandate this. Additionally, there are no duties in the Act which 
require providers of such VPN or private network services to age assure their own users. It 
would be a matter for Parliament to decide whether any such duties should be imposed on 
providers of regulated services or providers of VPN or private network services.  

3.191 We have set out in both the Part 5 Guidance and the Part 3 HEAA Guidance that service 
providers should ensure that they take appropriate steps to mitigate against methods of 
circumvention that are easily accessible to children or where it is reasonable to assume that 
they may use them. This does not mean, however, that they are required to block access via 
VPNs or similar technologies entirely for the above-mentioned reasons. 

3.192 We have also explained in both the Part 5 Guidance at paragraph 4.60 and the Part 3 HEAA 
Guidance at paragraph 4.37 that service providers should not publish content on their 
service that directs or encourages UK users to circumvent the age assurance process or the 
access controls, for example by providing information about or links to a VPN. We have 
aligned the wording on this point in the Part 5 Guidance, so that it is the same as the 
wording we had used in the proposed Part 3 HEAA Guidance. 

Additional comments about circumvention and robustness 

3.193 We agree with Yoti’s argument that ease of circumvention, the evolution of circumvention 
techniques, and users’ literacy levels are important factors for service providers to consider 
when implementing age assurance. However, we do not consider it necessary to create an 
additional criterion in the Part 5 Guidance or Part 3 HEAA Guidance to reflect these factors, 
because they are incorporated in the criterion of robustness, which requires service 
providers to take appropriate steps to mitigate circumvention attempts, and the principle of 
accessibility, which suggests that age assurance should be easy to use and work for all users.  

3.194 We have not made any changes to the guidance in response to requests for more detailed 
guidance on acceptable levels of circumvention risk and how to calculate it. While we 
acknowledge that no age assurance method is likely to be effective all the time and in all 
circumstances, we expect service providers to take appropriate steps to mitigate against 
methods of circumvention that are easily accessible to children, and where it is reasonable 
to assume that children may use them.  

3.195 We do not agree that the risk of circumvention would require a service provider to 
implement “extremely intrusive and technically unfeasible verification and continuous 
monitoring methods”. We consider that it is technically feasible to implement highly 
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effective age assurance whilst having due regard to the importance of protecting user 
privacy. The ICO stated its support for this approach in its response to our December 2023 
Consultation and our May 2024 Consultation.180 

3.196 We note responses that suggested that Ofcom should do more to build the evidence base 
and awareness of circumvention techniques. We consider that the report on the use of age 
assurance, to be published 18 months after the regulations come into force, will provide us 
with a good first opportunity to assess, as necessary and appropriate, any circumvention 
techniques or solutions that threaten to reduce the effectiveness of age assurance, as well 
as examples of industry good practice for dealing with them.  

The reliability criterion 
Our proposal 
3.197 In the draft Part 5 Guidance and Part 3 HEAA Guidance, we stated that the criterion of 

reliability describes the degree to which the output from an age assurance method is 
reproducible and derived from trustworthy evidence.  

3.198 We explained that reproducibility describes the ability for an age assurance method to 
perform in a consistent manner, producing the same or similar outputs when given the same 
or similar inputs.  

3.199 We explained that strength of evidence describes the relative weight that should be 
afforded to the underlying data or documents used as evidence to determine a user’s age. It 
concerns how trustworthy the documents or data are and therefore is indicative of how 
much reliance, or doubt, a service should place on the output of an age assurance method 
derived from this evidence.  

3.200 In the draft Part 5 Guidance, we proposed that a service provider should carry out the 
following practical steps to fulfil the criterion of reliability:  

• ensure that age assurance methods with a degree of variance (e.g., methods that 
rely on statistical modelling or artificial intelligence) have been suitably tested, and 
that ongoing performance is measured and monitored; and  

• ensure that the evidence that the age assurance method uses is derived from a 
trustworthy source. 

3.201 In the case of methods with a degree of variance, we provided examples of key performance 
indicators that service providers could consider in this regard, such as the age verification 
accuracy rate (AVAR) and age verification efficiency (AVE).181  

3.202 In the draft Part 3 HEAA Guidance, we proposed that the reliability criterion is fulfilled if: 

• The provider has taken steps to ensure that where age assurance methods 
forming part of the age assurance process rely on artificial intelligence or machine 
learning: 

 

 
180 ICO response to our December 2023 Part Consultation; ICO response to our May 2024 Consultation, p.4. 
181 The Age Verification Accuracy Rate (AVAR) is the percentage of users correctly identified as belonging to the 
appropriate age group; Age Verification Efficiency (AVE) is the time taken to complete the age verification 
process. 
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> the artificial intelligence or machine learning has been suitably tested during the 
development of the age assurance process to ensure it produces reproducible 
results;  

> the artificial intelligence or machine learning is regularly tested to ensure it 
produces reproducible results;  

> the outputs of the artificial intelligence or machine learning used are monitored 
and assessed against key performance indicators designed to identify whether the 
artificial intelligence or machine learning produces reproducible results; and 

> in circumstances where the artificial intelligence or machine learning used are 
observed to be producing unreliable or unexpected results, the root cause of the 
issue is identified and rectified.  

• The provider has taken steps to ensure that any data relied upon as part of the age 
assurance process comes from a reliable source. 

3.203 In the draft Part 5 Guidance and Part 3 HEAA Guidance, we provided a non-exhaustive list of 
aspects of the relevant evidence that service providers might wish to consider in deciding 
whether the evidence is trustworthy. We provided examples of features that would indicate 
trustworthy evidence when using photo-ID matching, drawing from the Government’s Good 
Practice Guide (GPG45) which provides guidance to businesses on how to prove and verify 
someone’s identity.  

Summary of responses  
3.204 xHamster suggested that it would be useful for Ofcom to provide more guidance on what 

would constitute a reliable or trustworthy source and suitable data for testing.182 Global 
Network Initiative also wanted Ofcom to clearly articulate what would be a reliable source 
for data.183 

Our decision  
3.205 For the reasons explained in our consultation, we have decided to adopt the criterion of 

reliability as part of our Part 5 Guidance and Part 3 HEAA Guidance. 

3.206 For consistency and clarity across both pieces of guidance, we have: 

a) updated all instances where we refer to a “reliable source” to a “trustworthy source”. 
b) aligned the suggested steps under the reliability criterion in the Part 5 Guidance 

(paragraphs 4.66 – 4.74) with those included in the Part 3 HEAA Guidance (paragraphs 
4.38 – 4.50). We have also refined the steps in both pieces of guidance, to make clear 
our expectation that the first step refers to testing during the development of the age 
assurance process, and the second and third steps refer to monitoring and measuring 
once the age assurance process has been deployed. 

3.207 In response to calls for further clarity on what would constitute a trustworthy source, we 
have clarified at paragraph 4.73 in the Part 5 Guidance and paragraph 4.50 in the Part 3 

 

 
182 xHamster response to our December 2023 Part 5 Consultation, p.6. 
183 Global Network Initiative response to our May 2024 Consultation, p.12. 

https://www.gov.uk/government/publications/identity-proofing-and-verification-of-an-individual/how-to-prove-and-verify-someones-identity
https://www.gov.uk/government/publications/identity-proofing-and-verification-of-an-individual/how-to-prove-and-verify-someones-identity
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HEAA Guidance that certification against the trust framework indicates that the evidence 
used by a third-party digital identity or attribute service provider should be reliable.  

The fairness criterion 
Our proposal  
3.208 In the draft Part 5 Guidance, we set out that the criterion of fairness describes the extent to 

which an age assurance method avoids bias and discriminatory outcomes. In the draft Part 3 
HEAA Guidance, we elaborated on this definition, stating that it describes the extent to 
which an age assurance method avoids or minimises bias and discriminatory outcomes. 

3.209 The fairness criterion refers to the internal operation of an age assurance method, as 
opposed to external factors, such as a lack of access to a particular form of identification 
required by the age assurance method. These are additional important considerations that 
come under the principle of accessibility, which we provide further detail on in paragraph 
4.86 of the Part 5 Guidance and paragraph 4.66 of the Part 3 HEAA Guidance. 

3.210 Bias or discriminatory outcomes in the context of the fairness criterion could include, for 
example, where an age assurance method provides outputs with a lower degree of technical 
accuracy for users of certain ethnicities when relying on facial age estimation.  

3.211 We stated that ensuring that the age assurance process is fair will help to ensure that it does 
not prevent adults from accessing legal content in a discriminatory way. We also consider 
that this criterion is important to assist service providers to comply with the duties under 
the Equality Act 2010, which prohibits discrimination against persons sharing protected 
characteristics. The relevant characteristics in this instance include race, age, disability, sex, 
and gender reassignment. 

3.212 In the draft Part 5 Guidance, we proposed that to have regard to fairness a service provider 
should ensure that, where relevant, the age assurance method used has been tested on 
diverse datasets. We explained that this step applies specifically to age assurance methods 
which rely on machine learning or statistical modelling. This is because bias in this context 
may occur when the datasets used to train an algorithm are not sufficiently diverse. 

3.213 In the draft Part 3 HEAA Guidance, we proposed that the fairness criterion is fulfilled if the 
provider has ensured that any elements of the age assurance process for a service, which 
rely on artificial intelligence or machine learning, have been tested and trained on data sets 
which reflect the diversity in the target population. 

Summary of responses 
3.214 The Children’s Commissioner for England stated strong support for the consideration of the 

impact that discriminatory outcomes have on the effectiveness of the assurance method. 
The Commissioner encouraged Ofcom and the Government to develop guidance and a 
framework for the development of age assurance tools that are free from bias.184 

 

 
184 Children’s Commissioner for England response to our May 2024 Consultation, p.5. 
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3.215 xHamster queried how service providers can ensure that any third-party age assurance 
provider they use effectively mitigates bias and discriminatory outcomes. 185  

3.216 Multiple respondents raised issues of accuracy and biases associated with age estimation,186 
such as it being less accurate for women, girls, or those from ethnic minorities,187 with 
iProov making this point in relation to NIST testing. 

3.217 The Integrity Institute suggested that technical accuracy is often compromised because 
models are rarely trained on globally representative data. It argued that age estimation 
models require much better training data, including a large and diverse sample of individuals 
below and above 18 years of age from various backgrounds to ensure an acceptable margin 
of error.188  

3.218 In Yoti’s response to the Illegal Harms Consultation, they highlighted the need for regulators 
to assess “transparency and require independent review to assess the origin of AI datasets, 
bias levels and accuracy of artificial intelligence approaches.” Yoti also stressed the need to 
have an expectation of businesses doing the appropriate due diligence when choosing an 
age assurance supplier such as the legality of their training data capture.189 

3.219 The Northeastern University London argued that humans are already biased estimators of 
age, and AI age estimation tools have been shown to further exaggerate these biases. They 
also highlighted concerns that reliance on methods that use ID documents or credit cards 
will further widen the digital divide, given that that not all adults are able to access the 
necessary documentation or acquire a credit card.190 

3.220 Yoti argued that fairness is not the correct term to use for this criterion and that “equity” 
might be better suited. It argued that Ofcom should be more thorough in its description of 
fairness and draw reference to the ‘Fitzpatrick scale’191 to prevent inequality harms.192 

3.221 The Age Verification Providers Association recommended that in the longer term, Ofcom 
should set a tolerance level for ‘outcome error parity’193 to make sure that it is not at a level 
which has an observable impact on groups of users with protected characteristics, but at this 
stage it would be sufficient for providers to be aware of and publish the expected 
outcome.194 

 

 
185 xHamster response to our December 2023 Part 5 Consultation, p.7. 
186 Canadian Centre for Child Protection response to November 2023 Illegal Harms Consultation, p.32; Integrity 
Institute response to our May 2024 Consultation, pp.2-3; iProov response to our May 2024 Consultation, p.3; 
Northeastern University London response to our May 2024 Consultation, p.2. 
187 ACT - The App Association response to our May 2024 Consultation, p.3; Match Group response to the May 
2024 Consultation, p.3; iProov response to Our May 2024 Consultation, p.3. 
188 Integrity Institute response to our May 2024 Consultation, p.3. 
189 Yoti response to November 2023 Illegal Harms Consultation, p.12. 
190 The Northeastern University London response to our May 2024 Consultation, p.2. 
191 The Fitzpatrick scale is a classification system for human skin colour that estimates how a person’s skin will 
react to sunlight. 
192 Yoti response to our November 2023 Part 5 Consultation, p.12. 
193 We define what is meant by ‘outcome error parity’ in the Glossary in A4. 
194 Age Verification Providers Association response to November 2023 Part 5 Consultation, p.6. 
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Our decision 
3.222 For the reasons explained in our consultation, we have decided to adopt the fairness 

criterion as part of our Part 5 Guidance and Part 3 HEAA Guidance. 

3.223 For consistency and clarity, we have: 

a) Updated the definition of the fairness criterion in the Part 5 Guidance at paragraph 4.75 
to align with the Part 3 HEAA Guidance (paragraphs 4.51 – 4.61), to state that it 
describes “the extent to which an age assurance method avoids or minimises bias and 
discriminatory outcomes”. 

b) Refined one of the suggested steps under the fairness criterion in the Part 5 Guidance at 
paragraph 4.77 to align with the Part 3 HEAA Guidance at paragraph 4.53, to state that 
service providers should “ensure that any elements of the age assurance process which 
rely on artificial intelligence or machine learning have been tested or trained on data 
sets which reflect the diversity in the target population.” 

3.224 We acknowledge respondents’ concerns about the fairness implications of facial age 
estimation. As stated in paragraph 3.257, the independent evidence base on the state of 
facial age estimation and how it performs across different demographics is currently limited. 
The NIST reports and age assurance providers' self-reported metrics indicate that depending 
on the algorithm tested, and how it is tested, there are differences in how facial age 
estimation technologies perform across people of different skin tones, countries of birth, 
and sex.195 In response to the Integrity Institute’s comment, we recognise the importance of 
training age estimation models on large, diverse datasets that reflect the target population 
to ensure that performance is consistent across different demographics.  

3.225 We acknowledge stakeholder feedback on how providers can effectively mitigate bias and 
discriminatory outcomes and recognise the Age Verification Providers Association’s 
suggestion that the outcome error parity of an age assurance method can be a useful 
indicator of fairness. Whilst there is not currently sufficient evidence to support setting a 
threshold for this metric, we agree that at this stage, it is nonetheless important for service 
providers to have regard for outcome / error parity. We have therefore expanded both the 
Part 5 Guidance (paragraphs 4.78 – 4.82) and the Part 3 HEAA Guidance (paragraphs 4.54 – 
4.58) to include details about outcome / error parity and to suggest that for methods reliant 
on artificial intelligence or machine learning, service providers should ensure the age 
assurance method(s) has been evaluated against the outcome / error parity, and the results 
indicate that the method(s) do not produce significant bias or discriminatory outcomes, as 
part of demonstrating how they have had regard to the fairness criterion.  

3.226 In response to stakeholder comments about how service providers can ensure that any 
third-party age assurance provider they use effectively mitigates bias and discriminatory 
outcomes, service providers should be satisfied that their approach fulfils the fairness 
criterion and include relevant details in their written record, regardless of whether they 
have developed the approach themselves or procured a solution from a third-party age 
assurance provider. This could include details about the data sets used to train the age 

 

 
195 NIST, 2024, Face Analysis Technology Evaluation: Age Estimation and Verification, pp.1-6. [accessed 9 
January 2025)  

https://nvlpubs.nist.gov/nistpubs/ir/2024/NIST.IR.8525.pdf
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assurance method and, as we now suggest in both pieces of guidance, the outcome / error 
parity level. Where a third-party age assurance provider does not make relevant information 
available about its products, it may not be possible for a service provider to evidence that 
using those products fulfils the relevant criteria. In our sub-section on ‘Assessing and 
monitoring effectiveness’ from paragraph 3.350 we explain how service providers are 
expected to assess any third-party age assurance methods they may use, including any 
training data. We note Yoti’s comments in relation to the use of the Fitzpatrick scale. 
However, we have not drawn reference from the Fitzpatrick scale as we understand that its 
use for the purpose of quantifying racial sensitivity of algorithms is contested.196 

3.227 We note also Northeastern University London’s concerns around a widening digital divide 
from service providers relying on certain age assurance methods. As set out in the Part 5 
Guidance at paragraph 4.90 and the Part 3 HEAA Guidance at paragraph 4.66, we expect 
service providers to consider what steps are most appropriate for their service to take to 
ensure their age assurance process is accessible, including offering a variety of age assurance 
methods to increase user choice and access. 

3.228 In response to the feedback from the Children’s Commissioner for England, we consider that 
the approach we have set out in the Part 5 Guidance and Part 3 HEAA Guidance on the 
fairness criterion makes clear that age assurance should be implemented in a way that 
secures it is free from bias. We therefore do not consider it necessary for Ofcom to develop 
further dedicated guidance and a framework for the development of age assurance tools 
that are free from bias at this stage. 

Setting thresholds for highly effective age assurance  
Our proposal  
3.229 In our December 2023 Part 5 Consultation, we explained that we had not seen sufficient 

evidence to help us recommend specific metrics for what constitutes highly effective age 
assurance.197 

3.230 Furthermore, as the age assurance industry is nascent, with improvements and new 
solutions likely to emerge over time, we considered it would not be appropriate to set a 
base level or score for each of the criteria that service providers must ensure their age 
assurance method or process meets. We also expressed a desire to allow space for 
innovation in the online safety tech sector to continue to develop and improve age 
assurance solutions. 

3.231 Although we did not propose specific metrics that the age assurance method(s) used should 
achieve for each of the criteria, we welcomed evidence from relevant stakeholders relating 
to the effectiveness of any of the kinds of age assurance included in the guidance, or any 
additional kinds of age assurance not mentioned. 

3.232 In Section 15 of our May 2024 Consultation, we explained that we proposed to maintain 
consistency in our criteria-based approach to highly effective age assurance when 

 

 
196 NIST, 2024, Face Analysis Technology Evaluation: Age Estimation and Verification, pp.26-27. [accessed 9 
January 2025] 
197 See paragraph 4.12 of our December 2023 Part 5 Consultation. 

https://nvlpubs.nist.gov/nistpubs/ir/2024/NIST.IR.8525.pdf
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developing our final guidance and Codes relating to age assurance across Part 3 and Part 5 of 
the Act. We explained that, in line with the approach in the draft Part 5 Guidance, we were 
also proposing a criteria-based approach to highly effective age assurance. In Section 4 of 
our May 2024 consultation, we also proposed services providers should consider whether 
their age assurance was highly effective for the purposes of the children’s access assessment 
in conjunction with our draft guidance on highly effective age assurance. 

Summary of responses 
3.233 The ICO stated its support for the criteria and agreed that any assessment made by a 

provider should be informed by multiple, interrelated criteria rather than being based solely 
on meeting a threshold for a single accuracy measure.198  

3.234 A selection of respondents expressed support for the four criteria but argued that Ofcom 
should specify a metric to measure each of them.199 The Christian Institute said that the four 
criteria were a step in the right direction but felt that the appropriate standard for meeting 
each of those criteria was not clear.  

3.235 Two civil society respondents and the Age Verification Providers Association argued that a 
lack of acceptable ‘False Positive Rate’200 or no outcome-based measure will lead to a “race 
to the bottom”.201 Common Sense Media felt that the draft Part 5 Guidance only requires 
services to implement the best currently available age assurance rather than evolving with 
technological advances.202  

3.236 A group of individual respondents claimed that it is nearly impossible to benchmark what 
would be considered highly effective.203  

3.237 The Age Check Certification Scheme disagreed with Ofcom’s assessment in the December 
2023 Consultation that there is not ‘sufficient evidence as to the effectiveness and potential 

 

 
198 ICO response to our December 2023 Part 5 Consultation, p.4. 
199 Christian Institute response to our December 2023 Consultation, p.3; NSPCC response to our May 2024 
Consultation, pp.44-46; Online Safety Act Network response to our December 2023 Part 5 Consultation, pp.5-
6, and response to our May 2024 Consultation, pp.72-73; Verifymy response to our December 2023 Part 5 
Consultation, p.4; Yoti response to our December 2023 Part 5 Consultation, p.10. 
200 We set out what is meant by ‘false positive rate’ in our Glossary in A4 and in the Technical Glossary in 
Annex 1 of the Part 5 Guidance. 
201 Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.4; CARE 
response to our December 2023 Part 5 Consultation, p.4; CEASE response to our December 2023 Part 5 
Consultation, p.4. 
202 Common Sense Media response to our December 2023 Part 5 Consultation, p.3.  
203 Burville, M response to our December 2023 Part 5 Consultation, p.1-2; Collier D, response to our December 
2023 Part 5 Consultation, p 1-2; Fringe Dweller Productions response to our December 2023 Part 5 
Consultation, p.1; Hutchison, A response to our December 2023 Part 5 Consultation, p 2; Jackson, EM response 
to our December 2023 Part 5 Consultation, p 2; Name Withheld 1 response to our December 2023 Part 5 
Consultation, p 1; Name Withheld 2 response to our December 2023 Part 5 Consultation, p.2; Name Withheld 
3 response to our December 2023 Part 5 Consultation, p.1; Name Withheld 4 response to our December 2023 
Part 5 Consultation, p.1; Name Withheld 5 response to our December 2023 Part 5 Consultation, p.2; Name 
Withheld 6 response to our December 2023 Part 5 Consultation, p.2; Name Withheld 8 response to our 
December 2023 Part 5 Consultation, p 2; Safazadeh, S, response to our December 2023 Part 5 Consultation, 
p.1; Shaw, A response to our December 2023 Part 5 Consultation, p.1-2; Warren A, response to our December 
2023 Part 5 Consultation, p.2; 14 further confidential individual respondents to our December 2023 Part 5 
Consultation, p.1-4 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/online-safety-act-network.pdf?v=368287
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/verifymy.pdf?v=368277
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/christian-action-research-and-education-care.pdf?v=370057
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/centre-to-end-all-sexual-exploitation-cease.pdf?v=370058
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/common-sense-media.pdf?v=370054
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-6.pdf?v=369429
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-6.pdf?v=369429
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risks of different age assurance methods to recommend specific metrics for assessing 
whether or not any given age assurance method or process should be considered highly 
effective’, and referred to the 2023 Measurement of Age Assurance Technologies Report as 
providing evidence for this.204 205 

3.238 Some stakeholders suggested methods or approaches to setting thresholds. Online Safety 
Act Network (OSAN) said that, in their view, metrics did not preclude innovation in this field, 
and suggested that Ofcom should specify a metric for each of the four criteria. OSAN 
suggested that if, in practice, the application of the age assurance method “falls beneath the 
metric specified, the written record could then be used by Ofcom to determine whether 
providers had used their best efforts…to ensure its effective implementation”.206 

3.239 Yoti argued that Mean Absolute Error (MAE) and levels of circumvention are appropriate 
metrics for determining whether age assurance is highly effective. For levels of 
circumvention, they suggested that Ofcom undertake research into what people with 
varying skills and resources can do to circumvent different methods.207  

3.240 Yoti also suggested merging the four criteria into one ‘precision’ category and aligning to 
international standards to include percentages.208 The Integrity Institute suggested that 
precision and recall should be used to evaluate the effectiveness of an age assurance 
solution and that desired levels should be established, whilst noting that no system can 
achieve 100% accuracy, and there will always be a trade-off between privacy, user burden, 
and accuracy.209  

3.241 The Age Verification Providers Association suggested that Ofcom should set a minimum level 
of accuracy for the expected outcome of any method or combination of methods. They 
claimed that it is possible to test any given method of age assurance to assess its 
effectiveness, both in terms of its headline false positive rate and “to a more sophisticated 
degree in terms of the distribution of errors either side of the true age”.210 They suggested 
that, in the future, Ofcom should explore setting a threshold for ‘outcome error parity’,211 in 
order to measure against the ‘fairness’ criteria.212 

3.242 A group of respondents argued that the draft Part 5 Guidance was too focussed on the 
process for implementing highly effective age assurance and should instead set an 
expectation for the overall outcome of an age assurance process.213 iProov criticised Ofcom 

 

 
204 Age Check Certification Scheme response to our December 2023 Part 5 Consultation, p.1. 
205 Age Check Certification Scheme, 2023, Measurement of Age Assurance Technologies [accessed 9 January 
2025] 
206 Online Safety Act Network response to our May 2024 Consultation, pp.72-73. 
207 Yoti response to our December 2023 Consultation, p.10. 
208 Yoti response to our December 2023 Part 5 Consultation, p.12; and our May 2024 Consultation, p.16. 
209 Integrity Institute response to our May 2024 Consultation, p.13. 
210 Age Verification Providers Association response to our December 2023 Part 5 Consultation, pp.4-6 
211 We define what is meant by ‘outcome error parity’ in the Glossary in A4. 
212 Age Verification Providers Association response to our December 2023 Part 5 Consultation, pp.4-6.  
213 Age Verification Providers Association response to our December 2023 Part 5 Consultation, pp.5-6; 
Baroness Benjamin response to our December 2023 Part 5 Consultation, pp.1-2; Lord Bethell response to our 
December 2023 Part 5 Consultation, pp.1-2; CARE response to our December 2023 Part 5 Consultation, p.3; 
CEASE response to our December 2023 Part 5 Consultation, pp.2-4. 
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for suggesting that specified inputs are sufficient without giving quality requirements, 
conformity with recognised standards or independent testing. They also stated that without 
a clear expectation of the outcome service providers should achieve, they were unlikely to 
be able to implement age assurance that is highly effective. To remedy this, they 
recommend that Ofcom includes a requirement to comply with relevant international 
standards.214  

3.243 The Age Verification Providers Association and Lord Bethell proposed an accuracy metric 
that should equate to the outcome or expected outcome of a highly effective age assurance 
process.215 NSPCC suggested that a process should be defined as highly effective if they have 
a ‘true positive rate’ of 95% of under 18s correctly estimated.216 217 The Age Check 
Certification Scheme suggested that highly effective age assurance should meet a 
‘classification accuracy’ rate of 99%.218 The Age Verification Providers Association suggested 
that highly effective age assurance systems should demonstrate that their “certified 
expected outcomes” are such that more than 95% of children under 18 and more than 99% 
of children under 16 are prevented from accessing PPC.219 Similarly, Baroness Benjamin 
suggested an outcome based approach with thresholds for 99% compliance for under 16s 
and 95% compliance for 16-18 year olds.220 Barnardo’s pointed to Yoti’s 2023 Facial Age 
Estimation White Paper to argue that a 99.91% ‘true positive’ rate would be an appropriate 
outcome metric.221 Barnardo’s also suggested that the Google age estimation model has 
been assessed by the Age Check Certification Scheme to accurately estimate the age of a 
person who is 18 as being under the age of 25 with 99.9% reliability.222 

3.244 Match Group suggested that most services will not have a sample set of underage people 
from all over the world that can be used to test the model against and so will find it very 
difficult to determine how accurate their detection is.223 

3.245 Some respondents suggested that Ofcom’s guidance should refer to technical standards. 
5Rights suggested that this should be underpinned by standards currently in development 
e.g. International Organization for Standardization (ISO),224 European Telecommunications 
Standards Institute (ETSI)225 and Institute of Electrical and Electronic Engineers (IEEE).226 

 

 
214 iProov response to our May 2024 Consultation, p.15.  
215 Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.5; Lord Bethell 
response to our December 2023 Part 5 Consultation, p.3. 
216 NSPCC response to our May 2024 Consultation, p.44. 
217 We define what is meant by ‘true positive rate’ in our Glossary in A4 and in the technical glossary in in 
Annex 1 of the Part 5 Guidance. 
218 Age Check Certification Scheme response to our May 2024 Consultation, p.2.  
219 Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.5. 
220 Baroness Benjamin response to our December 2023 Part 5 Consultation, p.2.  
221 Yoti, 2023, Yoti Facial Age Estimation White Paper [accessed 9 January 2025).  
222 Age Check Certification Scheme, available at https://accscheme.com/registry/age-estimation/google-inc-
llc/ [accessed 9 January 2025]. 
223 Match Group response to the May 2024 Consultation, p.3. 
224 ISO,  ISO/IEC CD1 27566-1 [accessed 9 January 2025).  
225 ETSI [STF 681(TCHF) Special Task Force on Age Verification. 
226 IEEE, IEEE 2089.1-2024 Standard for Online Age Verification. [accessed 9 January 2025]  
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https://accscheme.com/registry/age-estimation/google-inc-llc/
https://accscheme.com/registry/age-estimation/google-inc-llc/
https://www.iso.org/standard/88143.html
https://standards.ieee.org/ieee/2089.1/10700


 

55 
 

They encouraged Ofcom to also draw on the work of euCONSENT and CEN-CENELEC.227 228 
iProov suggested that Ofcom should consider recommending compliance with recognised 
standards such as ETSI TS 119 461, the recognised standard for identity proofing.229 230 They 
proposed that other relevant standards could include the forthcoming standard from CEN 
CENELEC on biometric data injection attacks (TS 18099)231, a complement to ISO/IEC 30107-
4:2024,232 the accepted standard for detection of presentation attacks, and the work of ISO 
on image capture quality and biometrics (a family of modality specific standards are being 
developed by ISO/IEC JTC 1/SC 37).233  

3.246 Some techUK members suggested that Ofcom should point to the incoming IEEE and ISO 
standards (IEEE 2089.1 and ISO/IEC 27566) which will give percentage levels as performance 
indicators of age assurance processes. They suggested that without these percentages, 
service providers may find it hard to comply with their duties. They also highlighted that the 
Age Check Certification Scheme registry and the NIST facial age estimation benchmark both 
detail the accuracy of age assurance technologies from a range of vendors.234 

3.247 iProov also referenced the ISO,235 ETSI and CEN standards to suggest that testing of 
outcomes could be undertaken against common international standards.236  

3.248 Ingenium Biometric Laboratories Limited suggested that, in contrast to photo ID and digital 
identity, the international standards for age estimation that could be used as the basis for a 
definition of technical accuracy have not been developed fully by industry and international 
partners. They recommended that Ofcom engages with a broad community of partners to 
support their development.237  

3.249 There were respondents that suggested our draft guidance did not meet the will of 
Parliament. They argued that there was an expectation that Ofcom would set a level of 
proof akin to ‘beyond reasonable doubt’. They suggested that this demonstrates the 
intention for an outcomes-based approach to highly effective age assurance.238 

3.250 One respondent welcomed that the draft Part 5 Guidance identified the dynamic nature of 
the age assurance technology sector and left the possibility open for emerging new 

 

 
227 CEN-CENELEC available at  cwa18016_2023.pdf (cencenelec.eu). [accessed 9 January 2025]  
228 5Rights response to our December 2023 Part 5 Consultation, pp.1-2. 
229 ETSI, ETSI TS 119 461 [accessed 9 January 2025]. 
230 iProov response to our May 2024 Consultation, p. 2. 
231 EAB, Presentation of the CEN CENELEC prTS 18099: Biometric Data Injection Detection [accessed 9 January 
2025]. 
232 ISO, Information technology – biometric presentation attack detection [accessed 9 January 2025]. 
233 ISO, ISO/IEC JTC 1/SC 37 [accessed 9 January 2025]. 
234 techUK response to our May 2024 Consultation, p.3.  
235 ISO,  ISO/IEC CD1 27566-1 [accessed 9 January 2025). 
236 iProov response to our May 2024 Consultation, p.15. 
237 Ingenium Biometric Laboratories Limited response to our May 2024 Consultation, p.9. 
238 Barnardo’s response to our December 2023 Part 5 Consultation, p.4; Christian Institute response to our 
May 2024 Consultation, p.10; Lord Bethell response to our December 2023 Part 5 Consultation, pp.1-2; 
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technologies to meet the requirements without complex legislative or regulatory 
processes.239 

Our decision  
3.251 Having carefully considered responses that suggest Ofcom should set numerical thresholds 

to define or clarify the meaning of highly effective age assurance, we remain of the view that 
the approach we outlined at consultation will secure the best outcomes for the protection of 
children online in the early years of the regime. We acknowledge, however, that numerical 
thresholds may complement the criteria-based approach in the future, pending further 
developments in testing methodology, industry standards, and independent evidence on the 
performance and capabilities of different age assurance methods. We elaborate on this 
below and explain the work that Ofcom is planning to carry out to build our evidence base in 
this regard. 

3.252 We note that, in our consultation, we conflated the concepts of numerical thresholds and 
performance metrics. These are separate but related concepts; for example, in theory it is 
possible to set a numerical threshold (such as 95% or 99%) for a performance metric (such as 
True Positive Rate). In the December 2023 Part 5 Consultation, we referred to our 
provisional decision not to specify ‘metrics’. We wish to clarify that, although we did provide 
various examples of relevant metrics in Annex A1 and para 4.34/4.35 of the consultation, we 
meant that we did not intend to specify numerical thresholds for any particular metrics at 
this time.240  

3.253 We have balanced the arguments for setting numerical thresholds at this stage against the 
following considerations: 

• the benefits of encouraging service providers to consider multiple factors to 
ensure an approach is highly effective;  

• the limited availability of independent evidence on the performance of different 
age assurance methods that could help to set a threshold; 

• the lack of consistent, comparable testing methodologies across the methods that 
are capable of being highly effective; 

• the lack of industry-defined performance standards for age assurance methods; 
and 

• the impact that setting thresholds at this stage may have on innovation and 
growth in the market.  

3.254 We considered respondents’ views that, without prescribed numerical thresholds, Ofcom’s 
proposed criteria-based approach will not be successful. The criteria-based approach 
recognises that, in practice, there is more to ensuring an approach is “highly effective” than 
achieving a numerical threshold for a particular metric or set of metrics. This is because 
technology performs differently when deployed as part of wider systems and processes – for 
example, when deployed alongside other technologies.  

3.255 The technical criteria of technical accuracy, robustness, reliability, and fairness are all 
important, and the complexity behind them cannot easily be captured in a single numerical 

 

 
239 [] 
240 See paragraph 4.12 and 4.13 of our December 2023 Part 5 Consultation. 
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target. We believe that this complexity is best captured by the detailed requirements on 
services to establish how their age assurance process meets the four technical criteria, in 
order to meet the overall objective that children are not normally able to access 
pornographic content (Part 5 services) or are prevented from encountering harmful content 
(Part 3 services) within the relevant deployment context. We consider that this will lead to 
the best outcomes for the protection of children online in the early years of the regime and 
do not consider that it would be appropriate to introduce numerical thresholds for one or 
more of the criteria at this time. 

3.256 We consider in the future that numerical thresholds might have a role to play as an indicator 
of compliance to complement the overall criteria-based approach. For example, we 
acknowledge that there could be value in recommending that service providers have regard 
to the criteria of technical accuracy, robustness, reliability and fairness, supplemented by 
one or more indicative benchmarks for technical accuracy. We recognise that such an 
approach could potentially further help ensure that the age assurance process is sufficiently 
accurate, while still maintaining the vital considerations of robustness, reliability, and 
fairness, which are inherently less amenable to quantify through a single metric and 
threshold.  

3.257 However, we are not in a position to set this kind of numerical threshold at this stage 
because of a lack of robust evidence and testing methodology to support it. In particular, 
having analysed the available evidence, we consider that there is high variance in results 
drawn from independent testing methodologies and that they are highly sensitive to test 
design and conditions. For example, the available evidence for facial age estimation methods 
demonstrates that technical accuracy results are highly sensitive to a wide range of factors 
such as image quality and features such as sex, skin tone, and expression.241 This means that 
the same age assurance method could return different accuracy results, depending on the 
testing conditions, including the datasets used for testing purposes. 

3.258 Ofcom has worked alongside the ICO to achieve alignment and consistency between the 
online safety and data protection regimes where appropriate, including establishing the 
effectiveness of age assurance solutions. As part of this work, in 2023, we published a joint 
research report which explored ways of measuring the accuracy levels achievable by 
different age assurance solutions.242 This report demonstrated the complexity of this work 
and found that further research was needed on how to measure the overall effectiveness of 
age assurance methods.  

3.259 We expect that the age assurance market will continue to develop at pace in the next 12-18 
months, with promising developments already underway. This is largely in response to new 
regulation, including implementation of highly effective age assurance under the Act, as well 
as legislation in other jurisdictions. In this rapidly evolving space, where there is not yet a 
consensus on consistent, robust and comparable testing, nor a sufficiently established 
evidence base from such testing, any numerical threshold risks not being representative of 
existing technical performance, nor future-proof. Setting a threshold prematurely could also 

241 NIST, 2024, Face Analysis Technology Evaluation: Age Estimation and Verification, pp.1-6; Yoti, 2023, Facial 
Age Estimation White Paper [accessed 9 January 2025]. 
242 Age Check Certification Scheme, 2023, Measurement of Age Assurance Technologies (2023). 
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preclude the use of certain methods which are rapidly improving with time, but may not 
achieve consistent scores under testing yet, thereby dampening innovation and unduly 
limiting choice. Allowing the market to develop before setting a threshold will better help to 
ensure that the overall age assurance landscape is diverse, trusted, accessible, and highly 
effective, resulting in better protections for children and better experiences for adult users. 

3.260 We are undertaking a range of activities, independently and with key stakeholders in the UK 
and internationally, to ensure our guidance on highly effective age assurance keeps pace 
with technological developments and continues to reflect best practice, including the 
potential for setting numerical thresholds in the future. Per paragraph [3.356] of this 
statement, our report on the use of age assurance, which we will publish in 2026, will 
provide us with a good first opportunity to assess the effectiveness of age assurance 
methods and any circumvention techniques or solutions that threaten to reduce their 
effectiveness.  

3.261 Ofcom is carrying out a longer-term programme of work to obtain additional evidence on 
age assurance methods. We anticipate that this programme will help to further develop our 
understanding of the capabilities of current age assurance methods and how those 
capabilities can map on to the criteria we laid out in the Part 5 Guidance and Part 3 HEAA 
Guidance. We are also following closely the work of the British Standards Institute (BSI), ISO 
and IEEE to develop technical standards for age assurance, and note that early iterations of 
some standards have been published already. We are observers of the work on the ISO/IEC 
27566 standard which is aimed at setting a common framework for age assurance systems, 
which is due to report on Part 1 of its work in 2025.243 We remain committed to the work to 
drive forward the development of technical standards. As such, we will continue to monitor 
and assess whether these standards are sufficiently aligned to our criteria. If we consider in 
due course that conformance with such technical standards would help service providers to 
demonstrate compliance with their duties under the Act, we will update our guidance to 
reflect this.  

Privacy, data protection and security concerns with 
highly effective age assurance 

Our proposal 
3.262 In the draft Part 5 Guidance and the draft Part 3 HEAA Guidance, we made clear that all age 

assurance methods involve the processing of personal data, and as such, service providers 
who implement them are subject to the requirements of the UK’s data protection regime in 
addition to their duties under the Act.244  

243 ISO,  ISO/IEC CD1 27566-1 [accessed 9 January 2025). 
244 Under section 22(3) of the Act, when deciding on, and implementing, safety measures, services have a duty 
to have particular regard to the importance of protecting users from a breach of any statutory provision or rule 
of law concerning privacy. Under section 81(4)(b), services have a duty to make and keep a written record, in 
an easily understandable form, of the way in which the provider, when deciding on the kinds of age 

https://www.iso.org/standard/88143.html
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3.263 We recommended that service providers should consult relevant ICO guidance when 
implementing age assurance to understand how to comply with the data protection regime, 
including its guides to the data protection principles, identifying an appropriate lawful basis, 
and how to respond to users exercising their individual rights afforded by the UK GDPR.245  

3.264 We recommended that service providers consult the Commissioner’s Opinion.246 The 
Opinion outlines how the data protection principles and other requirements can be 
considered in the context of age assurance. 

3.265 We provided examples of how providers can record that they have had regard to user 
privacy, including conducting a Data Protection Impact Assessment (DPIA), providing privacy 
information to users, keeping a written record of processing activities, having a record of 
which staff have completed any data protection training programme that is in place, and 
clearly documenting technical and organisational security measures. 

3.266 We stated that where we have concerns that a provider has not complied with its 
obligations under data protection laws, we may refer the matter to the ICO. 

3.267 In the draft Part 3 HEAA Guidance only, we stated that we had recommended in the draft 
Protection of Children Codes that service providers should familiarise themselves with the 
ICO’s Children’s code, a statutory code of practice which sets out 15 standards that internet 
society services likely to be accessed by children should conform with to protect children’s 
information rights online. We stated that service providers seeking to comply with the Part 3 
duties should take the standards of the Children’s code into account when implementing 
highly effective age assurance.247 

3.268 In the draft Part 5 Guidance, we included an illustrative case study which provides an 
example of how the proposed criteria and principles might apply to an age assurance 
process. In this case study, as well as referring to steps taken by services to comply with 
their duties under the Act, we included details to demonstrate how a service’s compliance 
with UK data protection legislation might also factor into the process by highlighting the 
stage at which a provider would link to relevant transparency requirements.  

 

 

verification or age estimation and how they should be used, has had regard to the importance of protecting 
United Kingdom users from a breach of any statutory provision or rule of law concerning privacy that is 
relevant to the use or operation of a regulated service (including, but not limited to, any such provision or rule 
concerning the processing of personal data). 
245 ICO, 2023. A guide to the data protection principles; ICO, A guide to lawful basis; and ICO, Individual rights – 
guidance and resources. [accessed 9 January 2025].  
246 ICO, 2024, Age Assurance for the Children's Codes.[accessed 9 January 2025]. 
247 A summary of the 15 standards can be found at ICO, ‘Code standards’ in Age appropriate design: a code of 
practice for online services. [accessed 20 March 2024]. 
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Summary of responses 
General stakeholder comments about user privacy and data protection 
3.269 The ICO expressed support for both pieces of guidance and the recommendation that 

providers should familiarise themselves with data protection legislation and how to apply it 
to age assurance methods.248  

3.270 In response to our December 2023 Part 5 Consultation, the ICO stated its support for the 
requirement for service providers to use age assurance to ensure that children are not 
normally able to encounter regulated provider pornographic content. The ICO also 
recognised that the processing of children’s data by adult sites is a valid and significant 
concern and that preventing child access to such sites will also help to protect children from 
data protection harms.249  

3.271 The ICO emphasised that implementing a type of age assurance from Ofcom’s list of 
methods that are capable of being highly effective will not guarantee that that the 
processing of personal data will be compliant with data protection law, and suggested that 
both the Part 5 Guidance and the Part 3 HEAA Guidance could refer to Section 6 of the ICO 
Opinion on Age Assurance,250 which sets out the data protection expectations for services 
using age assurance, including data protection by design.251 

3.272 Many respondents expressed concern about the amount of personal data that would be 
collected and/or processed because of providers implementing age assurance.252 Big Brother 
Watch and the Integrity Institute warned about the risk of data breaches or leaks 

248 ICO response to our November 2023 Part 5 Consultation, pp.2-3; ICO response to our May 2024 
Consultation, pp.5-7. 
249 ICO response to our November 2023 Part 5 Consultation, p.3. 
250 ICO, 2024, Section 6 of Age Assurance for the Children’s Codes. [Accessed 16 December 2024]. 
251 ICO response to our May 2024 Consultation, p.5 
252 []; Association of Police and Crime Commissioners response to our May 2024 Consultation, p.3; Big 
Brother Watch response to our May 2024 Consultation, pp.22-23; Burville, M response to our December 2023 
Part 5 Consultation, pp.1-3; Collier D, response to our December 2023 Part 5 Consultation, pp.1-3; Free Speech 
Coalition response to December 2023 Part 5 Consultation, p.7; ; Fringe Dweller Productions response to our 
December 2023 Part 5 Consultation, pp.1-3; Global Network Initiative response to our May 2024 Consultation, 
pp.4-5; Mega Limited response to our May 2024 Consultation, p.14; Hutchison, A response to our December 
2023 Part 5 Consultation, p 2-3; Jackson, EM response to our December 2023 Part 5 Consultation, p 2-3; ID 
Crypt Global response to December 2023 Part 5 Consultation, p.1; Name withheld 9 response to our December 
2023 Part 5 Consultation, p.3; Mid Size Platform Group response to our May 2024 Consultation, p.3; Pinterest 
response to our May 2024 Consultation, p.12; Integrity Institute response to our May 2024 Consultation, pp.2-
3; Northern Ireland Commissioner for Children and Young People (NICCY) response to May 2024 Consultation, 
p.31; Name Withheld 8 response to our December 2023 Part 5 Consultation, pp.2-3; Name Withheld 1
response to our December 2023 Part 5 Consultation, pp. 1-3; Name Withheld 2 response to our December
2023 Part 5 Consultation, pp.2-3; Name Withheld 3 response to our December 2023 Part 5 Consultation, pp.1-
3; Name Withheld 4 response to our December 2023 Part 5 Consultation, pp.1-3; Name Withheld 5 response
to our December 2023 Part 5 Consultation, pp.1-3; Name Withheld 6 response to our December 2023 Part 5
Consultation, pp.1-3; Safazadeh, S, response to our December 2023 Part 5 Consultation, pp.1-3; Shaw, A.
response to our December 2023 Part 5 Consultation, pp.1-3; Warren A, response to our December 2023 Part 5
Consultation, pp.2-4; xHamster response to our December 2023 Part 5 Consultation, p.3; xHamster response
to our May 2024 Consultation, p.2; 14 further confidential individual respondents to our December 2023 Part 5
Consultation, pp.1-4.
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generally.253 Some respondents expressed concern about the privacy implication of specific 
methods: 

a) Free Speech Coalition and Inkbunny cited age estimation and/or age verification as
particularly risky because the data they generate could be of particular value to
hackers.254 REPHRAIN highlighted that the risk of data misuse shows the need to
sufficiently safeguard this data.255 Meta suggested that requiring age verification on all
services increases the number of providers holding this user data, who may then be
targeted by hackers seeking to gain access to this data. They also highlighted that
requiring age verification at account registration for all users may conflict with privacy
principles of proportionality and data minimisation.256 WhatsApp suggested that some
age verification solutions may conflict with data protection principles such as data
minimisation, purpose limitation, storage limitation, and security.257

b) ACT - The App Association argued that methods that rely on hard identifiers (e.g. photo-
ID matching) are overly intrusive because they often contain more personal information
than just a user’s age.258

c) Open Rights Group raised concerns around the privacy risks associated with age
verification.259

3.273 WhatsApp considered that the types of age assurance measures proposed by Ofcom are not 
the most privacy-preserving measures available for children's data.260 

3.274 ACT - The App Association commented that there is currently no ideal way to conduct age 
assurance in a way that is both accurate and privacy preserving.261 

3.275 In response to our December 2023 Part 5 Consultation, some respondents expressed 
concern about privacy risks in the specific context of pornography service providers 
implementing age assurance:  

a) Free Speech Coalition suggested that the implementation of age assurance on
pornographic websites may provide opportunities for extortion.262 ID Crypt Global also
highlighted that photo identification matching may provide an avenue for cyber
criminals to capture information which could lead to identity theft and blackmail.263 Big

253 Big Brother Watch response to our May 2024 Consultation, p.22; Integrity Institute response to our May 
2024 Consultation, pp.2-3. 
254 Free Speech Coalition response to Part 5 consultation, pp.5-7; Inkbunny response our May 2024 
Consultation, p.12. 
255 REPHRAIN response to our May 2024 Consultation, p.14. 
256 Meta response to our May 2024 Consultation, p.15. 
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260 WhatsApp response to our May 2024 Consultation, p.3. 
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Brother Watch and a group of individual respondents also highlighted the risk of 
blackmail to more vulnerable communities.264 

b) ID Crypt Global and StripChat also outlined the risk of bad actors where sites mimic the 
age verification processes of legitimate platforms to scam and defraud users through 
gaining their personal data.265  

3.276 Yoti questioned the ICO’s capacity to take referrals from Ofcom, where Ofcom has concerns, 
based on its written record, that a service provider has not complied with its obligations 
under data protection laws. It requested that Ofcom indicates how many services are in 
scope of Part 5 to understand how feasible this approach is.266 

Stakeholders suggested changes to Ofcom’s proposals regarding user privacy 
3.277 5Rights argued that Ofcom should include ‘privacy preserving’ in the criteria, on the basis 

that this would mandate that services have privacy and security built into their processes.267 
The Age Check Certification Scheme suggested that providers should embed information 
security from the outset and throughout their lifecycle.268  

3.278 5Rights stated that the criteria must include that age assurance must only use necessary 
information for establishing the age of the user and delete this data once it has confirmed 
age; not store data for other purposes or “aggressively” collect data; and ensure higher 
protection for children as per the standards of the ICO’s Children’s code. 5Rights also 
expressed concern that the criteria does not refer to the Children’s code, which “the Act 
states that Ofcom must have regard to”.269 

3.279 Arcom was considering imposing at least one ‘double blind’ solution to better protect 
privacy.270 A ‘double blind’ solution involves an age check being carried out by a third-party 
provider, and ensuring that: i) the third party provider is not able to identify the regulated 
service, for which the age check is being completed; and ii) the regulated service is not able 
to identify the user who is undergoing the age check.271  
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3.280 StripChat argued that Ofcom should assess age assurance providers with regard to the 
privacy safeguards they have instituted. They highlighted that the onus is on the age 
assurance service provider to ensure that personal data is securely stored.272  

3.281 Yoti disputed the use of the word ‘intrusive’ in our May 2024 consultation to describe age 
assurance methods on the basis that it creates the perception that age assurance cannot 
meet data protection requirements.273 Yoti noted that there are “data minimised” 
approaches available in the market, whereby via selective disclosure, only an age attribute 
such as “over 18”, “13-17”, or “under 18” is shared. Yoti argued that Ofcom should clarify 
when collecting the precise age of a user would be considered appropriate or inappropriate 
and urged Ofcom to clarify that service providers should limit data collection to what is 
necessary to determine if a user is a child and be transparent about this data collection.274  

3.282 The Family Online Safety Institute outlined its view that “higher levels” of age assurance are 
more invasive (e.g. government ID or a credit card) and “lower forms” of age assurance (e.g. 
estimation technologies) are more privacy preserving but carry a higher margin of error. It 
stated that age assurance processes present a delicate trade off that must be carefully 
considered by regulators.275  

3.283 Many respondents outlined the importance of Ofcom working with the ICO to clarify which 
age assurance methods are suitable for both the online safety and data protection 
regimes.276 Meta suggested that it would be beneficial for Ofcom and the ICO to produce 
joint guidance on age assurance to allow providers to adapt their process for compliance.277 

3.284 The Age Check Certification Scheme suggested that providers should proactively embed 
privacy into their age assurance systems from the outset. It argued that age assurance 
systems should have robust “fail safe mechanisms” to ensure that in the event of a system 
failure or malfunction that the service’s functional, performance, privacy, security and 
acceptability characteristics are not compromised. This should include reverting to the safest 
default settings, stopping any processing and collection of data and not producing age 
assurance outputs in the event of a systems failure.278 It also stated that users should be 
given sufficient and accessible information about what data will be shared between the age 
assurance provider and the content provider.279  

3.285 Online Dating and Discovery Association and techUK argued that age estimation, when 
combined with other techniques in a layered or “waterfall” approach, can be less intrusive. 
They suggested that providers should start with less invasive methods and escalate to more 
stringent measures if necessary, in order to provide robust age assurance while respecting 

272 StripChat response to our December 2023 Part 5 Consultation, p.4. 
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user privacy.280 The ICO suggested that we include an additional step in the case study in 
section 4 of the Part 5 Guidance to explain that services should provide a means for people 
to challenge age estimation or age verification results which they know to be inaccurate.281 
This suggestion relates to the data protection principle of accuracy. In the Commissioner’s 
Opinion,282 the ICO explains “people have the right to correct inaccuracies in their 
information which means you must consider any challenges to the accuracy.” 5Rights and 
Integrity Institute argued that there needs to be a route to redress or appeal mechanism for 
age assurance when a user is incorrectly identified as a child.283 The Age Check Certification 
Scheme similarly felt that relying parties should provide means for an individual to seek 
redress, and take responsibility for engagement with the age assurance provider on behalf 
of individuals.284 However, Big Brother Watch suggest that even if redress is available, this 
would be retrospective and access is still blocked in the meantime.285 

Our decisions  
Relationship between our approach to highly effective age assurance and the 
UK’s data protection regime 
3.286 Regulated and enforced by the ICO, UK data protection law requires services to have privacy 

and security of data built into their processes.  

3.287 As the bodies responsible for regulating data protection and online safety in the UK, the ICO 
and Ofcom demonstrated their shared commitment to protecting people online by 
publishing a joint statement in November 2022. The statement recognised that online safety 
and data protection interact in a variety of ways, including where age assurance is used. It 
set out our overall ambition to ensure coherence across online safety and data protection 
requirements and promote compliance with both regimes. Developing an aligned approach 
to the regulation of age assurance has been a priority for both organisations, and we will 
continue to work closely together as the online safety regime comes into force. 

3.288 We have not amended the criteria to include a requirement around preserving privacy, 
because service providers and third-party age assurance solution providers operating in the 
UK or providing goods and services to individuals in the UK are already required to comply 
with the legal obligations established under the data protection regime. We agree that it is 
important that service providers have regard to user privacy when deciding on and 
implementing their age assurance processes, but it would not be appropriate or necessary to 
separately reflect requirements under data protection legislation in the criteria. Instead, we 
have referred to relevant ICO guidance in the Part 5 Guidance and the Part 3 HEAA 
Guidance. 
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3.289 In particular, the UK GDPR requires that service providers, when implementing an age 
assurance method, collect the minimum amount of personal data required for the process, 
and do not retain any personal data collected by the method for longer than is needed. 
Service providers must not use personal data collected for the purpose of age assurance for 
any other incompatible purpose.286 We have updated from paragraph 5.16 of the Part 5 
Guidance and Section 5 of the Part 3 HEAA Guidance to make it clearer that all age 
assurance methods should follow a data protection by design approach287 in order to comply 
with data protection legislation. As stated in the ICO’s ‘Guide to Lawful Basis’, the lawful 
basis for processing will not apply if you can “reasonably achieve the purpose by some other 
less intrusive means, or by processing less data.”288 As such, service providers should use 
highly effective age assurance methods which are less intrusive and process the minimum 
amount of personal data needed. 

3.290 In response to comments about navigating trade-offs between effectiveness and privacy of 
age assurance methods, we emphasise that compliance by service providers with both the 
online safety and the data protection regime is mandatory and should not be considered a 
trade-off. Where we have concerns that a provider has not complied with its obligations 
under data protection law, we may refer the matter to the ICO for consideration.  

3.291 In response to Yoti’s query about the feasibility of Ofcom referring cases to the ICO, we 
emphasise that consideration of these cases would be at the ICO’s discretion. 

“Double blind” solution 
3.292 We have considered the point raised on the “double blind” approach (see paragraph 3.279 

above) and we are of the view that service providers may consider the “double blind” 
approach to age assurance methods, which relies on an age check being carried out by a 
third party and shared in a privacy-preserving manner with the service that the user is 
attempting to access. Whilst it is likely not to be the only means of complying with both 
regimes, the “double blind” approach, which conceals both the identity of the user 
undergoing the age check and the service that the user is attempting to access, could be one 
means of achieving this, provided that the age check carried out by the third party is shown 
to be highly effective.  

Risk to users from mishandling or abuse of personal data 
3.293 We acknowledge concerns from a number of stakeholders that the implementation of age 

assurance carries certain risks, some of which are compounded in the context of access to 
pornographic content. This could include service providers mishandling users’ personal data 
or, more worryingly, the risk of extortion or blackmail of users or vulnerable communities.  

3.294 In respect of stakeholder comments about the risks of non-compliance with data protection 
law by service providers or third-party age assurance providers, we have addressed these 
issues at paragraph 3.290 above.  

3.295 In relation to stakeholder comments about the risk of age-assurance related scams and 
fraud, we will continue our stakeholder engagement with the NCA and ICO to collaborate on 

286 Section 1.3 of the Information Commissioner’s Opinion for Age Assurance. 
287 ICO, Data protection by design and by default. 
288 ICO, A guide to lawful basis. 
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how addressing these risks. We make clear in paragraph 5.11 of the Part 3 HEAA Guidance 
and paragraph 5.16 of the Part 5 Guidance that service providers have a duty to have 
particular regard to the importance of protecting users from a breach of any statutory 
provision or rule of law concerning privacy. We would also encourage service providers to be 
clear in their communication with their users about the age assurance process and any third-
party age assurance providers used so that they can have confidence when undergoing an 
age check (see further paragraph 4.90 on accessibility). This would include sharing clear and 
timely communications with their users about any changes to their service regarding its age 
assurance process to keep users safe and manage risk from bad actors to their services. We 
will also be engaging in public awareness campaigns to encourage adults to engage safely 
with legitimate age assurance processes.  

On making reference to the ICO’s Children’s Code in the Part 5 Guidance 
3.296 The ICO Children’s code is designed for online services who are likely to be accessed by 

children, to ensure that children have the best possible access to online services while 
minimising processing data collection and use by default.  

3.297 The ICO states that where a service provides an adult service and wishes to restrict access to 
children, if restricting access is done effectively (i.e. through the use of age assurance) so 
that children no longer represent a significant number of users, the code does not apply.289 
For this reason, we have not referenced the Children’s code in the context of Part 5 service 
providers, who in all cases should be preventing children from accessing pornographic 
content, rather than making their service appropriate for child users. This was confirmed by 
the ICO in its response to our December 2023 Part 5 Consultation as the correct approach.290 

3.298 In response to the ICO’s suggestion, we have included an additional step in the illustrative 
case study in the Part 5 Guidance which recommends that a service provider should provide 
a means to challenge an inaccurate age estimation or age verification result in order to meet 
their requirements under the UK’s data protection regime. Unlike for Part 3 where we have 
proposed user reporting and complaints measures under the draft Protection of Children 
Codes, Part 5 services are not required to have a complaints handling process for compliance 
with the Part 5 duties. However, we have included this step in the illustrative case study in 
the interests of showing a comprehensive picture of a typical user journey. As we state in 
both the Part 5 Guidance at paragraph 5.19 and Part 3 HEAA Guidance at 5.5, service 
providers should consult ICO guidance to understand how to comply with the data 
protection regime. 
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Principles for services to consider when designing or 
implementing age assurance that is easy to use  

Our proposals 
3.299 In the draft Part 5 Guidance and draft Part 3 HEAA Guidance, we proposed that service 

providers should consider the principle of accessibility, in order to ensure that their 
approach to age assurance is easy to use and works for all users, regardless of their 
characteristics or whether they are members of a certain group.291 We suggested that 
providers should: 

• Assess the potential impact that the chosen age assurance method(s) might have 
on users with different characteristics.  

• Consider offering a variety of age assurance methods and allowing the user to 
choose which is most appropriate for them. 

• Design the user journey through the age assurance process to be accessible for a 
wide range of abilities, including blindness, deafness, limited movement, and 
learning disabilities.  

3.300 In the draft Part 5 Guidance and draft Part 3 HEAA Guidance, we also proposed that service 
providers should consider interoperability, defined as the ability for technological systems to 
communicate with each other using common and standardised formats. We suggested that 
providers should stay up to date with developments in interoperable age assurance methods 
and use these approaches to reduce the burden on the user where possible and appropriate 
for the service. 

3.301 In the draft Part 3 HEAA Guidance, we further proposed that services should also consider 
the principle of transparency, namely the practice of disclosing relevant information so that 
others can make informed decisions. We stated that we consider it important that users are 
informed about the age assurance process before completing an age check. We also said 
that setting this information out clearly and accessibly in their terms of service will help 
services comply with the duties to include provisions in their terms of service specifying how 
children are to be prevented from encountering primary priority content that is harmful to 
children, and protected from encountering priority content that is harmful to children and 
non-designated content on their service.292 

Summary of responses 
3.302 In general, respondents agreed on the importance of considering accessibility and 

interoperability when designing an approach to age assurance.293 
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Interoperability 
3.303 Some respondents cited the user experience benefits of an age assurance approach where a 

single age check can work across a range of services, so that a user only has to undergo an 
age check once.294 Open Identity Exchange suggested that age restricted content providers 
should therefore seek age assurance providers, schemes or orchestrators that enable 
interoperability across sites, and that Ofcom should make portability of age assurance from 
one provider to another a requirement. One individual highlighted that interoperability 
should be in place prior to considering the implementation of age verification processes.295 

3.304 Snap argued that Ofcom had not given due regard to interoperability and that none of the 
proposed methods are capable of being interoperable. They highlighted that taking an 
approach where the results of an age assurance check are shared across all of the affected 
services would result in a much lower cumulative cost and so would be a more appropriate 
and proportionate approach. Snap argued that interoperability reduces security risks 
associated with the collection of sensitive data. Interoperability will minimise age checks and 
can mean that age checks are carried out by companies with proven track records.296 

3.305 xHamster also requested further clarification on interoperability. It asked for clarification 
surrounding whether sharing age assurance tokens between different companies would be 
accepted. It stressed the importance of Ofcom consulting with the ICO to provide more 
information on what constitutes acceptable processing.297 

3.306 Mid Size Platform Group stated that it would welcome a commitment from Ofcom to outline 
its long-term plans and objectives with its approach to age assurance, based on their 
concerns that the UK risks being misaligned with international approaches. They also stated 
that they would welcome further efforts on the UK’s digital identity project, led by DSIT, as a 
“viable and government endorsed solution to age assurance”, and referenced that the EU is 
exploring similar solutions through the eIDAS system.298 

Accessibility  
3.307 The ICO stated that ensuring age assurance approaches are accessible will also support 

compliance with the first data protection principle (which requires processing to be lawful, 
fair and transparent). It also highlighted that the proposal that service providers should offer 
users a choice of several age assurance methods could have a privacy-enhancing impact, 
because reliance on a single method increases the risk of circumvention, and the associated 
lack of protection for children’s data online.299 This view was similarly voiced by Open Rights 
Group, who suggested that a choice of age assurance systems would allow consumers to 
choose methods with the best data protection, security and privacy.300 
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3.308 Some respondents suggested that Ofcom make the consideration of accessibility mandatory, 
on the basis that some users may not be able to access services that require, for example, a 
credit card or government-issued documents.301 The Canadian Centre for Child Protection 
suggested that if this is not mandated, and requires further cost to services, services are 
unlikely to implement this.302 Yoti highlighted that Ofcom should include a section on 
inclusivity as well as accessibility for the core criteria of highly effective age assurance.303 The 
Age Check Certification Scheme also recommend a criterion of inclusivity, giving examples of 
what steps a service could take to meet this criterion including using universal design 
principles, and abiding by standards such as the Web Content Accessibility Guidelines 
(WCAG).304 305 

3.309 iProov urged Ofcom not to take claims that people lack access to authoritative identity 
sources at face value, and instead undertake its own research. They highlight that as identity 
is a requirement for voting, it is proportionate and reasonable that those who wish to access 
adult content be required to prove their identity lawfully using authoritative and trusted 
identity verification, which can be managed in a convenient and privacy secure manner.306 

3.310 Yoti highlighted the prevalence of passports and other identifiers for children, and proposed 
that Ofcom hold an industry workshop on the accessibility of hard identifiers.307 One 
respondent cited UK government research308 finding that up to 9% of adults may also not 
have access to sufficient photo identification,309 with ACT - The App Association suggesting 
that this method is exclusionary for people who do not have or cannot use official age 
documentation.310 Google also highlighted that people may not have access to credit cards 
or government issued IDs, and that this may be compounded by individuals from vulnerable 
or marginalised groups also not wanting to disclose this information.311 

3.311 Yoti suggested that Ofcom reference specific accessibility standards e.g. the ICO’s Children’s 
code, the Hemingway system of ‘grade level’ or the Web Content Accessibility Guidelines 
(WCAG). Yoti also suggested that Ofcom should adopt a “co-production” approach to 
guidance by involving disabled persons at the earliest possible stage of conception of 
policies and guidance.312 
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3.312 Yoti argued that users should be provided with a choice of age assurance options so they can 
choose their preferred method or have an alternative method to use if they wish to 
challenge an age assurance outcome.313  

3.313 Integrity Institute raised a concern regarding the accessibility of age assurance technologies 
for people who do not fit into clear categories, such as someone whose name does not 
match their ID, and therefore may be restricted access.314 

3.314 Two respondents highlighted that age assurance requires adults to share personal data with 
a service, which can act as a significant barrier to access.315 xHamster highlighted that 
consequently the majority of adults who wish to protect their privacy will switch to non-
compliant services that will not implement age assurance measures.316 

Transparency  
3.315 In response to our May 2024 Consultation, the Age Check Certification Scheme suggested 

that both age assurance service providers and content service providers should establish age 
assurance practice statements and make these publicly available.317 

Our decision 
Interoperability 
3.316 In response to stakeholder comments about interoperability, we acknowledge that a highly 

effective age assurance approach that is reusable across a range of services has the potential 
to reduce user friction.  

3.317 In response to stakeholder responses about portable age checks, in the Part 5 Guidance at 
paragraph 4.11 and the Part 3 HEAA Guidance at paragraph 3.6, we acknowledge the role of 
age tokens and emphasise that it remains the responsibility of the regulated service provider 
to ensure that the initial age check and the process to share this information with the 
regulated service (e.g. through age tokens) are highly effective.  

3.318 It is for each service provider to determine which kinds of age assurance methods are most 
appropriate for its regulated service to meet its duties under the Act. As is made clear in 
both the Part 5 Guidance and the Part 3 HEAA Guidance, Ofcom is supportive of the 
principle of interoperability of age assurance methods. It is likely that solutions will emerge 
in the market in the future to minimise the burden on users and services; we have 
highlighted in the guidance a number of such initiatives that are in train. We therefore 
encourage service providers to stay up to date with emerging developments.  

Accessibility 
3.319 In the Part 5 Guidance and the Part 3 HEAA Guidance (paragraphs 4.66-4.67), we have 

updated the accessibility principle to reference the importance of explaining to users what 
the age assurance process is designed to do and how it works, and how service providers can 
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have regard to this. This detail was originally included under the transparency principle in 
the draft Part 3 HEAA Guidance.  

3.320 We have also updated the guidance under the accessibility principle in the Part 5 Guidance 
to align with the Part 3 HEAA Guidance. This has reduced the level of detail for conciseness, 
but the substantive steps that we suggest service providers should consider remain the 
same.  

3.321 With regard to stakeholder suggestions that we make the consideration of accessibility 
mandatory, the Act does not specifically impose any duties on services to ensure they make 
their age assurance processes accessible to any particular standard or for particular user 
groups. Instead they require age assurance to be highly effective at correctly determining 
whether or not a particular user is a child and, as discussed above, we have already reflected 
the need to ensure that age assurance methods avoid or minimise bias and discriminatory 
outcomes in our fairness criterion above. Given this, we have decided not to include 
accessibility in our above-mentioned four criteria that age assurance must fulfil to be highly 
effective. However, we are clear in the guidance that it is an additional principle we expect 
service providers to consider with a view to ensuring that adults are not unduly prevented 
from accessing legal content and children are prevented from encountering content which is 
harmful to them. We expect services to consider accessibility not just in the context of 
specific methods but for the purposes of the entire age assurance process they implement. 
One method may not be accessible to all, but when supplemented by alternative methods 
this can create an accessible age assurance process.  

3.322 In relation to respondents’ concerns about the risk that collection of personal data for age 
assurance creates an access barrier, we acknowledge that all methods of age assurance will 
inevitably involve the processing of personal data of individuals (including children unless 
they are dissuaded from entering any when they are asked to do an age check). In line with 
data protection requirements, service providers must implement their age assurance 
processes in a way which minimises the amount of personal data which may be processed or 
retained, so that it is no more than necessary to ensure it works effectively. Both the Part 5 
Guidance and the Part 3 HEAA Guidance make clear that service providers should consult 
ICO guidance when implementing age assurance to understand how to comply with the data 
protection regime, including its guides to data minimisation and other data protection 
principles.318 

Transparency 
3.323 The Age Check Certification Scheme suggested that third party age assurance providers, as 

well as service providers, should keep a record of their age assurance process and make this 
publicly available. Our Part 5 Guidance sets out the record-keeping duties for Part 5 services. 
Part 3 services are also subject to separate record keeping duties which are covered under 
our Children’s Access Assessment Guidance, discussed in section 5 of this document, and 

 

 
318 ICO, Principle (c): Data minimisation. [accessed 22 March 2024]. For an overview of each principle, see the 
ICO’s guide to the data protection principles. 

https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/data-protection-principles/a-guide-to-the-data-protection-principles/the-principles/data-minimisation/
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Ofcom’s Record Keeping and Review Guidance.319 Ofcom does not have the power to 
compel third party services not regulated under the Act to keep records. 

3.324 As part of the process of aligning the Part 5 Guidance and the Part 3 Guidance, we have 
removed transparency as a standalone principle in the Part 3 HEAA Guidance, as we 
considered it redundant and duplicative. Instead, we have dealt with the points that had 
been covered in that section of the draft guidance in the following ways: 

a) We have updated the accessibility principle to reference the importance of explaining 
to users what the age assurance process is designed to do and how it works, and how 
service providers can have regard to this, as explained above. 

b) We have moved reference to draft Codes measures. In the draft Part 3 HEAA Guidance, 
we proposed that having regard to the principle of transparency could help service 
providers to comply with proposed measures related to i) terms of service and ii) 
reporting and complaints in the draft Protection of Children Codes.320 We have 
summarised the interactions between the Part 3 HEAA Guidance and the Protection of 
Children Codes in paragraphs 2.5-2.9 of the Part 3 HEAA Guidance. As we explain, we 
will publish the final Protection of Children Codes in April 2025, and will update the 
guidance with references to the final Code as appropriate, including to reflect any 
changes to the wording of the relevant Codes measures. 

c) We have removed duplicative reference to the transparency principle under data 
protection legislation, because it is covered under Section 5: Privacy and data protection 
of the Part 3 HEAA Guidance (paragraph 5.7).  

Other general stakeholder comments on Ofcom’s 
approach to highly effective age assurance 

Our proposals  
3.325 We stated that it is for each service provider to determine which kinds of age assurance 

methods are most appropriate for its regulated service to meet its duties under the Act.  

3.326 We stated that we would expect to see that, when determining which age assurance 
method(s) to implement, service providers have satisfied themselves that the age assurance 
process as a whole fulfils each of the criteria. In doing so, we recognised that there may be 
trade-offs in how well individual age assurance methods perform against each of the criteria. 
We stated that it is the provider’s responsibility to decide which trade-offs are appropriate 
to achieve the outcome that the overall age assurance process is highly effective at 
determining whether or not a particular user is a child.  

 

 
319 Ofcom, Protecting people from illegal harms online: Record-Keeping and Review Guidance, published 16 
December 2024. 
320 See A10.71 and A10.73 of the Draft Guidance on Highly Effective Age Assurance. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/record-keeping-and-review-guidance.pdf?v=387551
https://www.ofcom.org.uk/__data/assets/pdf_file/0034/284488/a10-15-other-annexes.pdf
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Summary of responses 
Level of detail provided in the guidance 
3.327 Some respondents argued that the draft guidance lacked sufficient specificity or detail. 

TechUK felt that the guidance did not give a granular definition of highly effective age 
assurance.321 Kooth Digital Health requested further guidance on what highly effective age 
assurance involves in order to prevent a “patchy landscape” where providers assess 
themselves.322 Match Group commented that the criteria for highly effective age assurance 
are relatively vague.323  

3.328 Other respondents argued that the guidance was too prescriptive. Mobile Games 
Intelligence Forum suggested that the guidance applies an overly prescriptive approach to 
what is highly effective and suggested that Ofcom take a more flexible approach.324 Match 
Group warned that there will be unintended consequences unless a more flexible and 
pragmatic approach to age assurance is taken.325 Meta highlighted that there is no one-size-
fits-all solution to age assurance, and Ofcom must take a flexible approach to age 
assurance.326 

3.329 Microsoft suggested that the guidance should provide more detail on how external vendors 
can provide appropriate certainty to multiple customers that meets the requirements of the 
UK’s regime.327  

3.330 Some respondents expressed support for the four criteria we proposed for determining 
whether an age assurance process is highly effective.328 Another respondent expressed 
support for considering the four criteria as well as other criteria such as privacy and 
proportionality.329 For example, the Age Check Certification Scheme argued that to 
understand whether age assurance is highly effective it should be assessed on the basis of 
more than just a simple classification of its accuracy.330  

Assessing and monitoring effectiveness 
3.331 One respondent argued that the expectation that service providers should assess the 

effectiveness of age assurance methods in order to satisfy themselves that their approach is 
compliant is unreasonable and unrealistic because they do not have the necessary expertise 
or capacity to do so.331 Another respondent queried how providers are supposed to be able 
to select between different age assurance solutions.332 

 

 
321 techUK response to our May 2024 Consultation, p.3. 
322 Kooth Digital Health response to our May 2024 Consultation, p.10. 
323 Match Group response to the May 2024 Consultation, p.2. 
324 Mobile Games Intelligence Forum response to our May 2024 Consultation, pp.1-2. 
325 Match Group response to our May 2024 Consultation, p.3. 
326 Meta response to our May 2024 Consultation, p.16. 
327 Microsoft response to the May 2024 Consultation, p.11. 
328 NEXUS response to the May 2024 Consultation, p.14; Association of Police and Crime Commissioners 
response to the May 2024 Consultation, pp.3-4. 
329 [] 
330 Age Check Certification Scheme response to our May 2024 Consultation, p.2.  
331 [] 
332 Name Withheld 9 response to our December 2023 Part 5 Consultation, pp.1-2. 



 

74 
 

3.332 The Scottish Government recognised that services are required to assess the effectiveness of 
their age assurance, but also suggested that Ofcom should monitor this too.333  

3.333 Yoti recommended that Ofcom “mandate independent third-party certification or 
assessment providers to test the effectiveness of age assurance methods and processes”, on 
the basis that this would ensure that service providers “receive accurate information about 
their systems”.334 

3.334 Global Network Initiative recommended that Ofcom should develop and incorporate an 
assessment process to identify and mitigate risks associated with age assurance systems. 
They added that it would be important to exercise transparency with such assessments to 
help academics, civil society organisations and users better understand how services are 
addressing risks, and to allow them to hold Ofcom accountable.335  

3.335 TikTok recommended that Ofcom clarify that services should self-assess whether their age 
verification is “highly effective” on the basis of internal statistics, for example through 
comparing the performance of the age assurance tools against performance targets that the 
service has set based on Ofcom’s guidance as to what constitutes highly effective age 
assurance.336  

3.336 Canadian Centre for Child Protection and iProov suggested that Ofcom should provide 
additional guidance on how providers should identify which trade-offs are or are not 
appropriate when considering highly effective age assurance.337 

3.337 Ingenium Biometric Laboratories Limited suggested that greater clarity could be provided for 
services in how to approach the robustness criterion. They suggested it was unclear whether 
there was a role for independent audit and certification and independent empirical 
laboratory testing in ascertaining the robustness of a method.338 

3.338 Some respondents commented on the importance of service providers ensuring that their 
approach remains highly effective on a continuous basis. The Children’s Commissioner for 
England recommended that Ofcom include an obligation for service providers to report on 
the implementation and effectiveness of the measures.339  

3.339 Common Sense Media recommended that Ofcom make clear its expectations that service 
providers should stay abreast of new age assurance methods and technologies and 
implement them in a reasonably timely manner.340 

 

 
333 The Scottish Government response to the May 2024 Consultation, p.3. 
334 Yoti response to our May 2024 Consultation, p.8.  
335 Global Network Initiative response to our May 2024 Consultation, p.12. 
336 TikTok response to our May 2024 Consultation, p.6. 
337 Canadian Centre for Child Protection response to our December 2023 Part 5 Consultation, p.3; iProov 
response to the May 2024 Consultation, p.5.  
338 Ingenium Biometric Laboratories Limited response to our May 2024 Consultation, p.8. 
339 Children’s Commissioner for England response to the May 2024 Consultation, p.54. 
340 Common Sense Media response to our December 2023 Part 5 Consultation, p.3. 
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Consideration of proportionality 
3.340 We also received comments about proportionality. In response to our December 2023 Part 5 

Consultation, Yoti argued that Ofcom should create proportionality as a central criterion.341 
Yoti suggests that “fully verifying a user’s age, rather than estimating whether a user is 
above or below an age threshold, should come as a last resort and only where it is 
proportional to do so”.  

3.341 On the other hand, the Online Safety Act Network argued that the Part 5 age assurance duty 
is not subject to proportionality considerations (although they accepted that Ofcom’s 
approach as a regulator should be guided by the principle of proportionality).342  

3.342 We also received a number of responses to our May 2024 Consultation calling for a risk and 
proportionality-based approach to age assurance. These comments relate largely to the 
application of highly effective age assurance, as defined through measures AA1-AA6 of the 
draft Protection of Children Codes and will therefore be addressed in our Protection of 
Children Statement in April 2025. 

3.343 Free Speech Coalition argued that the draft Part 5 Guidance places full liability onto service 
providers, which they consider exceeds the requirements of the legislation. They stated that 
the law does not say that service providers must verify and take responsibility for the 
technical accuracy, robustness, reliability, and fairness of tools that they did not create.343 

Our decisions  
Level of detail provided in the guidance  
3.344 We acknowledge responses from stakeholders around the level of detail provided in the 

draft guidance. Responses were mixed: some stakeholders argued that there was a lack of 
specificity, whilst others considered the draft guidance to be excessively prescriptive. Having 
considered stakeholder feedback, we have concluded that the division of responses received 
reflects the balance we have endeavoured to strike in our approach and have not made any 
substantive changes.  

3.345 With regard to requests from techUK and Kooth Digital Health for more detail on the 
definition of highly effective age assurance, we have maintained our four criteria but 
clarified in the guidance that services can use methods other than those included in the list 
of methods that are capable of being highly effective, including wide system-level age 
assurance. Further to consideration of responses, we have taken steps to further align our 
Part 5 guidance and Part 3 HEAA guidance to ensure there is a common approach and to 
avoid uncertainty. Further, we consider that our decision to publish non-statutory guidance 
on Part 3 HEAA in January 2025 should increase clarity and help service providers to comply 
with their duties. 

3.346 We disagree with respondent suggestions that our guidance is too prescriptive. As set out in 
the sub-section ‘Decision regarding Ofcom’s overall approach’, we believe the level of detail 

 

 
341 Yoti response to our December 2023 Part 5 Consultation, p.20 
342 Online Safety Act Network response to our December 2023 Part 5 Consultation, p.6. 
343 Free Speech Coalition response to our December 2023 Part 5 Consultation, p.8. 
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in our approach is appropriate and provides flexibility as technology continues to develop at 
pace. We are also clear in the Part 5 Guidance at paragraph 4.8 and the Part 3 HEAA 
Guidance at paragraph 3.3 that it is for the service provider to determine which age 
assurance method(s) to use in order to implement an age assurance process that is 
appropriate to meet its duties under the Act.  

3.347 By providing a non-exhaustive list of kinds of age assurance that have the potential of being 
highly effective and detailed criteria to apply when implementing that age assurance, we 
have provided services with a clear indication of how to comply with their duties, while 
leaving flexibility to implement an age assurance process that best suits their business. 

3.348 We have refined our guidance on navigating trade-offs, to make it more explicit that whilst 
we recognise that different kinds of age assurance may perform more strongly in some of 
the criteria than others, we expect service providers to satisfy themselves that the age 
assurance process as a whole fulfils each of the criteria, and ultimately meets the duty to 
ensure that children are not normally able to access pornographic content (Part 5 services) 
or are prevented from encountering harmful content (Part 3 services). 

Assessing and monitoring effectiveness 
3.349 We have carefully considered stakeholder feedback regarding assessment and monitoring of 

effectiveness. We agree with stakeholder responses that it is important that service 
providers assess the effectiveness of their age assurance processes on an ongoing basis.  

3.350 In response to Yoti’s call for Ofcom to mandate independent third-party certification or 
testing of the effectiveness of age assurance processes, we maintain that our approach is 
neutral as to who develops or makes available the highly effective age assurance solutions. 
Our guidance is clear that service providers are responsible for ensuring the effectiveness of 
their age assurance process, however, they can rely on information supplied by a third-
party. If service providers rely on a third-party age assurance provider this will likely require 
them to obtain relevant information from that third-party provider which provides them 
with appropriate evidence that the age assurance being implemented is highly effective.  

3.351 Service providers may choose to rely on testing carried out by a third-party such as an 
independent auditor or a certification or standards body. We have updated our guidance at 
paragraph 4.26 of the Part 5 Guidance and paragraph 4.5 of the Part 3 HEAA Guidance to 
make clear that where we refer to testing as a means of supporting compliance with the 
criteria, metrics could be derived from the providers’ own internal testing (if feasible), from 
the testing that third party age assurance providers have done, or from testing by an 
independent third party. Where testing has been carried out by third parties, service 
providers should understand what tests have been conducted and the metrics which have 
been used to measure the results. 

3.352 We have updated our guidance at paragraph 4.27 of the Part 5 Guidance and paragraph 4.60 
of the Part 3 HEAA Guidance to make explicit that services may use certification against an 
appropriate standard or scheme to demonstrate compliance with their duties. However, 
regulated services must be satisfied that meeting the certification standards allows them to 
meet the criteria for highly effective age assurance. 

3.353 As set out in paragraph 3.108, we have expanded the reference to the UK Digital Identity 
and Attributes Trust Framework in the Part 5 Guidance at paragraph 4.27 and the Part 3 
HEAA Guidance at paragraph 4.6. Using a service certified against the trust framework (or 
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any other standard or scheme) is not an automatic means of compliance, but it may help to 
evidence that a service provider has had regard to the four criteria to ensure that its 
approach is highly effective. With regard to concerns about service providers’ expertise or 
capacity to assess effectiveness of age assurance methods, a register of certified services is 
published on GOV.UK, helping individuals and businesses to choose trustworthy services.  

3.354 With regard to Ingenium Biometric Laboratories Limited’s comment about the robustness 
criterion, we welcome advances in consistent, comparable testing methodologies and 
recognise a potential role for independent audit and certification and independent empirical 
laboratory testing in ascertaining the robustness of a method. 

3.355 With regard to stakeholder feedback around service providers ensuring their approach 
remains highly effective over time, our guidance is clear that services must undertake 
regular monitoring and measurement. In our guidance on the reliability criterion at 
paragraph 4.69 of the Part 5 Guidance and paragraph 4.46 of the Part 3 HEAA Guidance, we 
state that service providers should ensure that there is regular monitoring and 
measurement of the key performance indicators of the system as part of fulfilling the 
reliability criterion, for example, by noting any trends of inaccurate age estimations and/or a 
rise in complaints/appeals. We also suggest at paragraph 4.43 of the Part 5 Guidance and 
paragraph 4.21 of the Part 3 HEAA Guidance that providers should ensure their age 
assurance processes are reviewed and updated periodically to determine whether newer, 
more effective technologies and testing practices may provide a higher level of technical 
accuracy. 

3.356 Ofcom will monitor compliance and, where we have concerns that service providers are not 
meeting their duties, we may carry out more detailed assessments of services’ age 
assurance processes. As Ofcom is required to produce a report about the use of age 
assurance under section 157 of the Act, we will be gathering evidence on how age assurance 
is being used to comply with the duties in the Act. As part of this report, we will assess 
factors that have prevented or hindered the effective use of age assurance, which we expect 
to include any risks associated with age assurance methods per the comment from Global 
Network Initiative. We will include such evidence in that report when we publish it in 2026.  

Consideration of proportionality 
3.357 In response to the stakeholder feedback calling for Ofcom to incorporate proportionality as 

a criterion into the concept of highly effective age assurance, we reiterate that service 
providers have a duty under the Act to implement highly effective age assurance in order to 
prevent children from encountering pornographic content and, for Part 3 services, other 
forms of harmful content. We consider “highly effective” to be a single standard of 
effectiveness that must apply in all cases covered by the relevant provisions in Part 5 and 
Part 3 of the Act, as explained in the Part 5 Guidance and Part 3 HEAA Guidance and Annex 1 
of this statement. In developing our approach to highly effective age assurance we have 
been mindful of our duties (as set out in Annex 1). We have considered proportionality as 
part of our proposed approach to highly effective age assurance, including by giving service 
providers flexibility in implementing a kind of highly effective age assurance process which is 
suitable for their service and user base. We have therefore not amended the criteria to 
include proportionality.  

3.358 In response to the Free Speech Coalition’s point on liability, as set out in para 3.98 in the 
sub-section on ‘Age assurance at the app store, device, or operating system (OS) level’, the 

https://www.gov.uk/government/publications/list-of-certified-digital-identity-and-attribute-services
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Act makes clear that the responsibility for preventing children from accessing pornographic 
content falls firmly on the part of the service provider where Part 5 applies. We explain how 
service providers are expected to assess any third-party age assurance methods they may 
use from para 3.350 under sub-section ‘Assessing and monitoring effectiveness’. As such, we 
do not consider that the Part 5 Guidance exceeds the requirements of the legislation.  

3.359 We consider our approach to highly effective age assurance to be proportionate overall and 
we assess the likely impacts of our decisions in Annex 2. We have not assessed the impact of 
the proposed age assurance measures in our draft Protection of Children Code for user-to-
user services in this document, but we will do so when we finalise our decisions in our April 
Protection of Children Statement. 

Next steps 
3.360 Providers of Part 5 services are required to comply with their duties under the Act, including 

the requirement to use highly effective age assurance, from 17 January 2025 when the 
duties commence.344  

3.361 Part 5 providers should refer to Section 4 of this statement, as well as final Part 5 Guidance, 
to understand how they can meet all the requirements of the Act relating to the scope of 
Part 5.  

3.362 Providers of Part 3 services must carry out children’s access assessments by 16 April 2025 at 
the latest. Our final position on children’s access assessments is set out in Section 5 of this 
statement. All Part 3 services should refer to our final Children’s Access Assessments 
Guidance as they take immediate steps to comply with their duties. Where Part 3 service 
providers are already using age assurance, they should also refer to the Part 3 HEAA 
Guidance to understand whether it is highly effective age assurance.  

3.363 We will publish our final Protection of Children Codes and guidance in April 2025. At that 
point, providers of user-to-user services likely to be accessed by children will need to assess 
the risks they pose and take action to protect them in line with our Protection of Children 
Codes – which may include using highly effective age assurance to prevent children from 
accessing harmful content. Part 3 services should also consult the Part 3 HEAA Guidance to 
understand how to implement highly effective age assurance. We will update the Part 3 
HEAA Guidance as appropriate in line with our decisions on the Protection of Children 
Codes. 

 

 
344 See the Online Safety Act 2023 (Commencement No. 4) Regulations 2024 

https://www.legislation.gov.uk/uksi/2024/1333/contents/made
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4.  Additional guidance on 
aspects applicable only to Part 
5 services 

Ofcom is required to produce and publish guidance for Part 5 services to assist them in 
complying with their duties under Part 5 of the Act (“Part 5 Guidance”). In addition to the 
duties relating to implementing highly effective age assurance, as discussed in Section 3, 
they also include record-keeping duties. In this section, we explain how we have considered 
stakeholder responses that we received on other aspects of our draft Part 5 Guidance and 
set out our final position on these aspects of the Part 5 Guidance. This includes guidance on 
the scope of Part 5, record keeping, and our approach to enforcement of the Part 5 duties.  

We have largely maintained our proposed approach but have made some minor changes to 
the draft Part 5 Guidance, primarily to improve clarity for service providers: 

- We have expanded the guidance on scope to make it easier for services to determine 
whether they should comply with the Part 5 duties, including additional examples. We have 
explained how Generative AI services may fall into scope of the Part 5 duties and clarified 
how services should make determinations about whether they have ‘links with the United 
Kingdom’.  

- Regarding the record-keeping duties, we have added guidance to emphasise the need to 
comply with data protection law when implementing age assurance, and also clarified that 
service providers do not need to record the outcome of every age check in their written 
records. 

- We have not updated our approach to assessing compliance within the Part 5 Guidance. 
Any enforcement action will be taken in line with our Online Safety Enforcement Guidance 
which was published in December 2024.345 Services should consider it to understand how 
Ofcom will approach enforcement of duties imposed on regulated providers under the Act.  

Introduction 
4.1 As set out in Section 3 of this statement, the concept of highly effective age assurance is 

consistent for Part 3 and Part 5 services, as reflected in the Part 5 Guidance and the Part 3 
HEAA Guidance.  

4.2 In this section, we deal with the other areas that are specific to the Part 5 Guidance, in 
addition to the age assurance duties, namely: 

• the scope of Part 5: assessing whether a service is in scope of the Part 5 duties;  

 

 
345 The final version has now been published here: Protecting People from illegal harms online: online safety 
enforcement guidance. Published 16 December 2024 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/online-safety-enforcement-guidance.pdf?v=387566
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/online-safety-enforcement-guidance.pdf?v=387566
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• the record-keeping duties: considering how service providers can keep a written 
record and produce a publicly available statement setting out how they have 
complied with their duties, including how providers may have regard to the 
importance of protecting users from breaches data protection legislation; and 

• assessing compliance with age assurance and record-keeping duties: the 
principles that we will normally apply when determining whether a service 
provider has complied with its duties and where we are likely to consider that it 
has not complied.  

Our proposals 

Scope of internet services regulated as Part 5 services 
4.3 The statutory duties imposed by section 81 of the Act only apply to providers of an internet 

service falling within the description in section 80(2), that is to say the following conditions 
must be satisfied for an internet service to fall within the scope of Part 5 of the Act:  

a) regulated provider pornographic content is published or displayed on the service 
(‘condition 1’);  

b) the service is not out of scope of Part 5 or exempt (‘condition 2’); and,  
c) the service has links with the United Kingdom (‘condition 3’). 

4.4 In our draft Part 5 Guidance, we provided an overview of each of these conditions which 
determine whether a regulated service is in scope, with reference to the relevant statutory 
conditions. We also provided some high-level examples to assist service providers in 
understanding how these definitions might apply.  

The record-keeping duties  
4.5 The following duties relating to record-keeping are imposed on providers of Part 5 services:  

a) A duty to make and keep a written record in an easily understandable form of:  

i) the kinds of age verification or age estimation used, and how they are used;346 and 
ii) the way in which the service provider, when deciding on the kinds of age verification 

or age estimation and how they should be used, has had regard to the importance of 
protecting UK users from a breach of any statutory provision or rule of law 
concerning privacy that is relevant to the use or operation of a regulated service 
(including, but not limited to, any such provision or rule concerning the processing of 
personal data);347 and 

b) A duty to summarise the written record in a publicly available statement, so far as the 
record concerns compliance with the duty set out in section 81(2), including details 

 

 
346 Section 81(4)(a) of the Act.  
347 Section 81(4)(b) of the Act. 
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about which kinds of age verification or age estimation a service provider is using and 
how they are used.348 

4.6 In the draft Part 5 Guidance, we set out information that providers of Part 5 services should 
consider including about their age assurance processes. In particular, we proposed that they 
should include in their written records how they have had regard to each of the criteria and 
principles set out in the draft Part 5 Guidance and their reasons why they consider that the 
age assurance process they are using fulfils each of them. 

4.7 In the draft Part 5 Guidance, we also provided examples of how service providers can record 
that they have had regard to user privacy. We explained that we would continue to work 
closely with the ICO on the privacy aspects of the Part 5 duties once they come into force.  

4.8 Regarding summarising the written record in a publicly available statement, we proposed 
that service providers should clearly explain to users how the age assurance process works 
and why it is necessary. We also proposed that service providers should make the statement 
available to the general UK public in an easy to find area of the website, for example, in the 
section at the top (header) or bottom (footer) of the home page, where users can typically 
find site contact details and navigation links, or on the service’s landing page. We further 
proposed that service providers should provide the summary alongside any explanatory text 
on how the age assurance works when a user begins the age assurance process, so that they 
can read this before completing the age assurance check. 

4.9 The draft Part 5 Guidance also included examples of circumstances where a service provider 
has not complied with the record-keeping duties, these included where the provider has not 
updated the written record to ensure it remains current.  

Assessing compliance with age assurance and record-keeping 
duties 
4.10 In the draft Part 5 Guidance, we also set out an overview of our general approach to 

enforcement under the Act, including the principles that we will consider when determining 
whether a service provider has complied with the duties. We also directed services to the 
Online Safety Enforcement Guidance (“OS Enforcement Guidance”), which sets out the 
procedures Ofcom will follow where we suspect non-compliance with the obligations that 
apply to service providers under the Act.349 In particular, the draft Part 5 Guidance made it 
clear that we intended to follow the procedures in the OS Enforcement Guidance when 
deciding whether and how to take enforcement action against non-compliance with Part 5 
duties. 

 

 
348 Section 81(5) of the Act. 
349 In the draft guidance we referred to the draft online safety enforcement guidance. The final version has 
now been published here: Protecting People from illegal harms online: online safety enforcement guidance. 
Published 16 December 2024  

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/270826-consultation-protecting-people-from-illegal-content-online/associated-documents/annex-11-draft-enforcement-guidance?v=330409
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/online-safety-enforcement-guidance.pdf?v=387566
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Guidance on scope of the Part 5 duties  
4.11 As noted in paragraph 4.3 above, the Act sets out three conditions that must be satisfied for 

a service provider to fall within the scope of Part 5 of the Act:  

a) regulated provider pornographic content is published or displayed on the service 
(‘condition 1’);  

b) the service is not out of scope of Part 5 or exempt (‘condition 2’); and,  
c) the service has links with the United Kingdom (‘condition 3’). 

4.12 We did not receive any stakeholder feedback on our proposals in relation to condition 2 
specifically and we have therefore decided to adopt our position on that condition. In the 
remainder of this sub-section, we set out and address stakeholder feedback in relation to 
conditions 1 and 3. 

Condition 1: Regulated provider pornographic content is 
published or displayed on the service  
Definition of a Part 5 service 
Our proposal  

4.13 In the draft Part 5 Guidance, we explained what we think that the expression “published or 
displayed by the provider of the service” means in the context of section 79 of the Act.  

4.14 The circumstances in which ‘pornographic content’ (the meaning of which we discuss below) 
will be treated as “published or displayed” on a service are set out in section 79(6)(a) of the 
Act, and they include circumstances where the pornographic content:  

• is only visible or audible to users as a result of interacting with content that is 
blurred, distorted or obscured (for example, by clicking on the content) but only 
where the pornographic content is present on the service;  

• is embedded on the service; or 
• is generated on the service by means of an automated tool or algorithm in 

response to a prompt by a user and is only visible or audible to that user (no 
matter for how short a time). 

4.15 To assist providers of Part 5 services in better understanding the Act, we provided some 
examples of where content will be treated as published or displayed on a service by the 
provider of the service. They were: 

• “a service provider has designed and provided interactive games featuring 
pornographic imagery on its service, we might consider that this content has been 
published or displayed by the provider”; and  

• “a service provider is responsible for live-streaming pornographic video content on 
its service, this would also be an example of where we would likely consider the 
provider to be subject to Part 5.” 

4.16 In the draft Part 5 Guidance, we also explained that there may be instances where online 
services include some pornographic content which falls in scope of Part 3 and some 
pornographic content which falls in scope of Part 5. To illustrate, we gave the example that, 
while tube sites are often U2U services that are predominantly comprised of user-generated 
pornographic content, a provider of a tube site may itself make some pornographic content 
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available on that site.350 Where a provider of such a service (which otherwise predominantly 
comprises user-generated content) publishes or displays pornographic content on its site, or 
someone else does so on its behalf, that pornographic content will be within scope of the 
Part 5 duties, unless otherwise exempt.  

Summary of responses  

4.17 Some respondents suggested that the distinction between Part 3 and Part 5 could be made 
clearer in the Part 5 Guidance: two respondents suggested that it is unclear how content 
that falls under Part 3 and Part 5 and appears on the same site will fall within the scope of 
different parts of the Act.351 Conversely, One ID suggested that the guidance is clear that 
provider generated content is Part 5 and user generated content is Part 3, and that providers 
who supply both kinds will need to comply with both.352  

4.18 The Age Verification Providers Association and Verifymy suggested that tube sites should be 
covered under Part 5 rather than Part 3.353 The Age Verification Providers Association 
suggested that paid-for advertisements could be interpreted to apply to much of the content 
on tube sites, e.g. an adult site places examples of their content on these sites and a pay-
per-click model is in place when users visit or subscribe to the producer’s site.354 One 
respondent commented that the case of tube sites shows how the distinction between Part 
3 and Part 5 can be confusing.355 

4.19 The Free Speech Coalition suggested that simplifying the language where possible and 
incorporating more examples from business models being used in the adult industry would 
be helpful for the clarity of this section of the guidance.356  

Our decisions  

4.20 We have edited the structure of this section of the Part 5 Guidance to improve clarity and 
readability for service providers. We have also given additional examples to clarify the types 
of circumstances in which we might judge that a provider of a service is publishing or 
displaying pornographic content within the meaning of Part 5. These examples are designed 
to make clear that pornography that is made by either an individual (for example, a creator) 
or a studio, and then uploaded onto an online service controlled or run by that individual or 
studio may be considered as being published or displayed by the provider of the service. 
However, this is intended to be an illustrative example only, and the examples we have 
included in the Part 5 Guidance are non-exhaustive and the Part 5 duties will apply in other 
circumstances where the applicable statutory tests are met. 

 

 
350 The BBFC defines tube services as free-to-access video-sharing platforms “which allow users to upload and 
share videos with the public,” in BBFC, 2023, Functionality of Online Pornography Services. A BBFC research 
report for Ofcom, p.10. 
351 []; Canadian Centre for Child Protection response to our December 2023 Part 5 Consultation, pp.1-2. 
352 One ID response to our December 2023 Part 5 Consultation, p.1. 
353 Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.1; Verifymy 
response to our December 2023 Part 5 Consultation, p.2. 
354 The Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.5.  
355 [] 
356 Free Speech Coalition response to our December 2023 Part 5 Consultation, p.3. 

https://www.ofcom.org.uk/__data/assets/pdf_file/0020/270830/bbfc-research-report.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0020/270830/bbfc-research-report.pdf
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4.21 We have also removed the example of livestreaming pornographic video content. Since the 
publication of the draft Part 5 Guidance, we have engaged with the adult industry to further 
understand the nature of control of content. In our engagement with adult services, we have 
learned that livestreaming is a much more common functionality on U2U services, meaning 
our original example of “livestreaming” may confuse service providers. It remains possible 
that content on a livestreaming service is considered to be published or displayed by the 
provider of the service, where the provider of the online service exercises editorial control 
over the nature, selection or presentation of livestreamed content (for example, where a 
content creator livestreams the creation of pornographic content onto a service that they 
control or run themselves). With instances of livestreamed provider pornographic content 
being very rare, we have judged this is an unhelpful example to use in the guidance and have 
therefore removed it.  

4.22 In response to Age Verification Providers Association and Verifymy’s comments about tube 
sites, we set out in the Part 5 Guidance that it is possible for Part 5 content to be present on 
a predominantly U2U service (i.e. a service caught by Part 3 which predominantly comprises 
user-generated content), for example on a tube site. This would be where some content is 
published by or on behalf of the provider of the tube site. An example may be a premium or 
subscription section of the tube site with provider content. We also recognise that there 
may be commercial agreements between sites that could impact the assessment of whether 
content is being uploaded by or on behalf of the provider. It is for the service provider to 
assess their service by reference to the Act and Ofcom guidance to determine the duties it is 
subject to. In relation to paid-for advertisements, the Act expressly excludes these from 
scope of the Part 5 duties.357 It is for providers to assess whether or not content is in scope 
of the Part 5 duties or constitutes a paid-for advertisement, as defined in section 236 of the 
Act. 

4.23 Whether a service or content is classified as Part 3 or Part 5, all services allowing 
pornographic content must have highly effective age assurance in place to protect children 
by July 2025. At that point, there will be no difference in practice whether a service or a 
piece of content is classified as Part 5 or a Part 3 U2U service.  

Meaning of pornographic content 
Our proposal 

4.24 In the draft Part 5 Guidance, we explained that “pornographic content” is defined by the 
legislation as “content of such a nature that it is reasonable to assume that it was produced 
solely or principally for the purpose of sexual arousal.”358 We provided more context in the 
draft Part 5 Guidance by referring to the BBFC R18 classification to explain that pornographic 
content might include content that falls into this classification.359 

 

 
357 Section 79(3) and (5) of the Act 
358 Section 236(1) of the Act. 
359 R18 is a special classification, which can only be shown to adults in specially licensed cinemas and can only 
be supplied to adults in licensed sex shops. BBFC, R18 rating. [accessed 9 January 2025]. 

https://www.bbfc.co.uk/rating/r18
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Summary of responses  

4.25 The Children’s Commissioner for England supported Ofcom’s use of the BBFC’s definition of 
pornographic content.360 The Christian Institute suggested that Ofcom should make clear 
that material rated ‘18’ by the BBFC may also be included in scope.361 

4.26 Some respondents argued that the definition of ‘pornographic content’ is not clear 
enough.362 During stakeholder engagement with pornographic services on this topic, a 
number of service providers raised questions about whether seductive content, meaning 
content that is suggestive or sexual in nature, but does not meet the definition of 
pornographic content, would need to be behind a highly effective age assurance process, 
given its principal purpose could be argued as sexual arousal. Examples included sex scenes 
from films, sexually suggestive music videos, or sexually suggestive images which do not 
show actual nudity but could be considered as only intended for the purposes of sexual 
arousal. One respondent questioned whether seductive content or content provided only as 
a preview, that is not pornographic, would need to be behind highly effective age 
assurance.363xHamster argued that age assurance should only be required before initially 
accessing adult content, and not before accessing the entire platform which hosts both 
pornographic and non-pornographic content.364 

4.27 The Scottish Government suggested that Ofcom should make clear whether cartoon images 
and CGI pornographic content falls in scope of Part 5.365 

Our decisions  

4.28 It is a matter for Parliament, not Ofcom, to define the meaning of “pornographic content” in 
section 236(1) of the Act, as cited above, and, ultimately, it is for the courts to interpret its 
meaning.  

4.29 We note, however, that a key statutory test to determine whether certain content366 is 
pornographic (or not) is to consider whether it is reasonable to assume that it was produced 
‘solely or principally’ for the purpose of sexual arousal. Whether content has been produced 
either solely or principally for the purpose of sexual arousal is likely to be dependent on the 
nature of the content itself, having taken the relevant contextual factors into account, rather 
than the intent of the uploading user or any viewer of it. In response to stakeholder 
comments about seductive content, a service provider should determine, informed by the 
broader factual context, whether the content has been produced for the sole or principal 
purpose of sexual arousal, such that it may be deemed to be pornographic content. 

 

 
360 Childrens Commissioner for England response to our December 2023 Part 5 Consultation, p.18. 
361 Christian Institute response to our December 2023 Part 5 Consultation, pp.1-2. 
362 Christian Institute response to our December 2023 Part 5 Consultation, pp.1-2; Name Withheld 9 response 
to our December 2023 Part 5 Consultation, p.1.  
363 Name withheld 9 response to our December 2023 Part 5 Consultation, p.1.  
364 xHamster response to our December 2023 Part 5 Consultation, p.10. 
365 Scottish Government response to our December 2023 Part 5 Consultation, p.1.  
366 By “content”, the Act refers to anything communicated by means of an internet service, whether publicly or 
privately, including written material or messages, oral communications, photographs, videos, visual images, 
music and data of any description: see section 236(1). 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-9.pdf?v=369089
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4.30 Further guidance on pornographic content will be included in the Harms Guidance for Part 3 
services. Ofcom is required to produce guidance on content, or kinds of content, that is 
harmful to children in relation to duties for user-to-user and search services under Part 3 of 
the Act.367 We published a draft version of this guidance in April 2024,368 and will publish the 
final version in April 2025, taking into consideration the comments we have received.  

4.31 Pornographic content does include artificial images, such as images produced by generative 
artificial intelligence, and we have expanded the Part 5 Guidance at paragraph 3.7 to make 
this point clear.  

4.32 It is correct that, as The Christian Institute highlighted, some pornography classified with an 
‘18’ rating by the BBFC may be in scope.369 Our Part 5 Guidance makes clear that content of 
a strong sexual nature that seeks to sexually arouse or stimulate, that would not fall in scope 
of the R18 classification, may also be treated as pornographic content for the purposes of 
Part 5. It is for service providers to determine whether content was produced principally for 
the purpose of sexual arousal.  

Generative AI  
Our proposal 

4.33 Our draft Part 5 Guidance explained that the Act specifies that the definition of regulated 
provider pornographic content includes pornographic content published or displayed on the 
service by means of:  

• a software or an automated tool or algorithm applied by the provider or a person 
acting on behalf of the provider, or  

• an automated tool or algorithm made available on the service by the provider or a 
person on behalf of the provider.370 

4.34 In light of those provisions, we set out in our draft Part 5 Guidance that the meaning of 
“published or displayed by the provider on its internet service” in the context of Part 5 
includes pornographic content generated on the service by a generative artificial intelligence 
(Generative AI) tool or an algorithm in response to a prompt by a user. The guidance 
explained that, according to other provisions in the Act, the provider of the relevant internet 
service is treated as the entity or person with control of, and making available, the tool or 
algorithm in question.371 

Summary of responses  

4.35 Many respondents expressed support for the inclusion of AI generated pornographic 
content in the scope of Part 5.372  

 

 
369 BBFC, R18 rating. [accessed 9 January 2025]. 
369 BBFC, R18 rating. [accessed 9 January 2025]. 
369 BBFC, R18 rating. [accessed 9 January 2025]. 
370 See section 79(6)(a)(iii)) of the Act. 
371 Section 226(15) of the Act. 
372 5Rights response to our December 2023 Part 5 Consultation, p.3; Barnardo’s response to our December 
2023 Part 5 Consultation, p.3; []; Canadian Centre for Child Protection response to our December 2023 Part 
 

https://www.bbfc.co.uk/rating/r18
https://www.bbfc.co.uk/rating/r18
https://www.bbfc.co.uk/rating/r18
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/5rights.pdf?v=370046
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4.36 Some respondents suggested that the draft Part 5 Guidance could be clearer in its 
explanation of how Generative AI services fall in scope of Part 5.373 5Rights called for greater 
clarity as to “how this guidance will apply to all Generative AI spaces that host technology 
which allow users to create pornography.”374 They outlined several cases in which the scope 
was not clear, including in regard to “services which provide the models for users to create 
this content, but do not necessarily publish the content on the service” and “nudify apps”. 
5Rights highlighted the scenario of “websites which do not exclusively allow for the creation 
of gen-AI pornography, but supply models for the creation of all types of content” and 
suggested we could be clearer in our draft Part 5 Guidance about how these are treated. The 
Canadian Centre for Child Protection gave the example of an open-source tool for AI text-
image where the primary use and function is not to create pornographic content, but certain 
prompts result in the creation of pornographic content. They queried how this type of tool 
would be considered regarding Part 5.375 

4.37 Respondents also shared their concerns about the rise of Generative AI pornographic 
content in general, and especially where it is used to create sexual content without 
consent.376  

Our decisions 

4.38 Where Generative AI tools have U2U functionalities – such as where a site or app includes a 
Generative AI chatbot that enables users to share text, images or videos generated by the 
chatbot with other users – they may fall in scope of the duties on U2U services under Part 3 
of the Act. This includes, for example, services with ‘group chat’ functionality that enables 
multiple users to interact with a chatbot at the same time – whether this chatbot 
functionality is the main feature of the service, or is just part of a bigger service such as a 
social media platform. This is set out in our open letter published in November 2024 to 
online service providers operating in the UK about how the Act will apply to Generative AI 
and chatbots.377 This section focuses on services that provide Generative AI tools which may 
fall in scope of Part 5, rather than Part 3.  

4.39 It is clear that a range of stakeholders are concerned about the risk of harm to children from 
pornographic content which is produced by Generative AI. We have provided additional 
information, at paragraphs 3.19-3.24 of the Part 5 Guidance, to help providers of Generative 

 

 

5 Consultation, p.3; CEASE response to our December 2023 Part 5 Consultation, p 2; CARE response to our 
December 2023 Part 5 Consultation, p 3; Name Withheld 5 response to our December 2023 Part 5 
Consultation, p.1; Nexus response to our December 2023, Part 5 consultation, pp.1-2; One ID response to our 
December 2023 Part 5 Consultation, p.1; Scottish Government response to our December 2023 Part 5 
Consultation, p.2; Verifymy response to our December 2023 Part 5 Consultation, p.1; Welsh Government 
response to our December 2023 Part 5 Consultation, p.1; Yoti response to our December 2023 Part 5 
Consultation, pp.2-3. 
373 5Rights response to our December 2023 Part 5 Consultation, p.3; Canadian Centre for Child Protection 
response to our December 2023 Part 5 Consultation, p.3. 
374 5Rights response to our December 2023 Part 5 Consultation, p.3. 
375 Canadian Centre for Child Protection response to our December 2023 Part 5 Consultation, p.3 
376 Barnardo’s response to our December 2023 Part 5 Consultation pp.3-4; Nexus response to our December 
2023 Part 5 Consultation pp.1-2; Name Withheld 5 response to our December 2023 Part 5 Consultation, p.5; Te 
Mana Whakaatu Classification Office response to our December 2023 Part 5 Consultation, pp.1-2. 
377 Ofcom, 2024, Open letter to UK online service providers regarding Generative AI and chatbots 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-5.pdf?v=369428
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/nexus.pdf?v=369431
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/oneid.pdf?v=369432
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/scottish-government-.pdf?v=369436
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/verifymy.pdf?v=368277
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/welsh-government.pdf?v=369443
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/5rights.pdf?v=370046
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/canadian-centre-for-child-protection-c3p.pdf?v=370059
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/canadian-centre-for-child-protection-c3p.pdf?v=370059
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/barnardos.pdf?v=370048
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/nexus.pdf?v=369431
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/name-withheld-5.pdf?v=369428
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/new-zealand-classification-office.pdf?v=368286
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/new-zealand-classification-office.pdf?v=368286
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/open-letter-to-uk-online-service-providers-regarding-generative-ai-and-chatbots/
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AI tools assess when they are in scope of the Part 5 duties. We explain that a Generative AI 
tool that is provided with the intention of allowing users to generate pornographic content 
would be in scope of the Part 5 duties, assuming the ‘UK links’ test is met.  

4.40 The Part 5 Guidance also clarifies that, where a service provides a Generative AI tool that is 
not designed to create pornographic content but is still capable of doing so, and the service 
provider does not wish the tool to be in scope of the Part 5 duties, they would be advised to 
implement effective safeguards to prevent pornography from being generated in order to 
ensure they are outside the scope of the Part 5 duties. To that end, we have included an 
illustrative list of safeguards in the Part 5 Guidance. These safeguards could include, for 
example: 

• the use of keyword blockers that prevent certain ‘prompts’ being entered into 
Generative AI models (in this case, terms associated with pornography); 

• content classifiers that can detect potentially pornographic content and prevent it 
from being shown to users; 

• removing pornographic content from the datasets used to train Generative AI 
models; 

• red teaming Generative AI models to evaluate the strength of these and other 
safeguards and, identifying where further improvements need to be made. For 
more information on red teaming see our discussion paper on Red Teaming for 
Generative AI Harms.378 

4.41 We note in the Part 5 Guidance that services that offer Generative AI functionalities need to 
secure the outcome of preventing the creation of pornographic content. The effectiveness of 
safeguards may vary significantly depending on the deployment context and how they are 
implemented. Therefore, it is the responsibility of providers of Generative AI tools to explore 
the full range of safeguards at their disposal and to assess for themselves the effectiveness 
of those safeguards in preventing their Generative AI tools from producing pornographic 
content, if they do not want to fall in scope of Part 5 of the Act. 

4.42 We have also made clear in the Part 5 Guidance that including a provision in the terms of 
service for a Generative AI tool that prohibits the tool being used to create pornographic 
content would not secure the outcome of preventing this type of content being produced, 
and therefore would not be enough to ensure that a service is not caught by the scope of 
Part 5. 

‘Nudify’ services 
4.43 While many Generative AI tools are used to create synthetic pornographic content that 

features no real individuals, others have been designed deliberately to create ‘deepfakes’ 
that falsely portray real people in sexual contexts. These tools are often known as ‘nudify 
services’. A recent Ofcom paper, Deepfake Defences, identified that the use of such tools is 
increasingly commonplace, with as many as 10 percent of children aged 13-16 saying they 
had either directly experienced or knew of someone who had experienced being featured in 
fake nude images or videos.379 Where nudify services allow users to share generated content 

 

 
378 Ofcom, 2024, Red Teaming for GenAI Harms  
379 Ofcom, 2024. Deepfake Defences: Mitigating the Harms of Deceptive Deepfakes 

https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/red-teaming-for-genai-harms/
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/deepfake-defences/
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with other users of the service, the service could be considered to be a regulated U2U 
service and therefore the provider of the service would need to comply with the Part 3 
duties, as applicable, including the illegal harms duties of the Act.380 This would mean, 
among other things, that the service provider would need to take proportionate steps to 
prevent users encountering priority illegal content, and remove illegal content when they 
become aware of it (for example because it amounts to intimate image abuse or child sexual 
abuse material). Where nudify services do not fall into scope of Part 3 (i.e. because the 
service has no user sharing functionality), they may fall in scope of Part 5. This would be the 
case where the deepfake nude content being generated is pornographic content within the 
meaning of the Act. 

Condition 3: The service has links with the United Kingdom  
Our proposal 

4.44 A service has links with the UK for the purposes of Part 5 of the Act if either of the following 
conditions is met in relation to the service:  

• the service has a significant number of UK users, or  

• the UK forms one of the target markets for the service, or the only target market.381 

4.45 The draft Part 5 Guidance explained that the Act does not define what is meant by a 
significant number of UK users for the purposes of considering whether the service has links 
with the UK. We stated that service providers should be able to provide evidence to explain 
their judgement of what they have considered to be a significant number, especially if they 
think they do not have a significant number of UK users. 

Summary of responses  

4.46 CARE and Barnardo’s suggested that section 80(4) of the Act should be interpreted in the 
widest possible terms, and that any site that UK users can use to access pornography should 
be deemed as having ‘links to the UK’.382  

4.47 Several respondents argued that the guidance on ‘significant number’ of UK users should be 
clearer.383 This included a suggestion that the Part 5 Guidance should set a clearer threshold 
for the number of UK users that a service would need to have in order to be in scope of Part 
5,384 and the suggestion that it be made clearer whether a service is required to determine 

 

 
380 The key duties on regulated U2U services relating to illegal harms are set out in sections 9 and 10 of the Act. 
See the December 2024 Statement for more details, in particular the Overview of Illegal Harms which 
summarises the relevant illegal harms and duties on services relating to illegal harms. 
381 Section 80(4) of the Act. 
382 Barnardo’s response to our December 2023 Part 5 Consultation, p.3; CARE response to our December 2023 
Part 5 Consultation, p.1. 
383 5Rights response to our December 2023 Part 5 Consultation, p.3; Barnardo’s response to our December 
2023 Part 5 Consultation, p.3; Canadian Centre for Child Protection response to our December 2023 Part 5 
Consultation, p.2; Christian Institute response to our December 2023 Part 5 Consultation, p.2, StripChat 
response to our December 2023 Part 5 Consultation, p.3; Yoti response to our December 2023 Part 5 
Consultation, p.2. 
384 StripChat response to our December 2023 Part 5 Consultation, pp.2-3, Yoti response to our December 2023 
Part 5 Consultation, p.2. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/overview-of-illegal-harms.pdf?v=387538
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/barnardos.pdf?v=370048
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/5rights.pdf?v=370046
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/barnardos.pdf?v=370048
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/canadian-centre-for-child-protection-c3p.pdf?v=370059
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/christian-institute.pdf?v=370056
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444


 

90 
 

the significance of their UK-based visitor numbers in relation to the total population of the 
UK or in comparison to their global user base.385 Some respondents were concerned that a 
lack of clarity would lead to services with small user bases ruling themselves out of scope of 
Part 5 and children would continue to be able to access pornography.386  

4.48 5Rights and Yoti suggested that Ofcom should follow the ICO’s approach to “likely to be 
accessed by children” from the ICO’s Childrens code.387 388 5Rights suggested that Ofcom 
should follow the ICO’s approach of setting a “low bar” for the definition of “significant 
number” in the context of the Children’s code, in order to maintain regulatory alignment.  

4.49 5Rights and StripChat questioned the reliability of user-number measurement.389 StripChat 
suggested that there can be a disparity between user-numbers reported by publicly available 
measurement tools and those collected by regulated services themselves.390 5Rights 
suggested that services are not usually transparent about their user-number data.391  

Our decisions  

4.50 We have decided not to include a numerical threshold for a “significant number of United 
Kingdom users” in the Part 5 Guidance. The Act does not empower Ofcom to set any form of 
legally binding numerical threshold for the purposes of the statutory test in the Act, nor 
does it require Ofcom to provide guidance on what Ofcom considers is meant by a 
‘significant number’. We considered whether suggesting an indicative threshold above which 
we would be likely to consider services to be in scope would assist services in complying with 
their Part 5 duties. We remain of the view that what is meant by a significant number will 
depend on the context of the service in question, and therefore indicating a single numerical 
threshold above which Ofcom would be likely to consider a service to be in scope would not 
be appropriate at this time. Service providers will need to undertake their own assessment 
of whether or not the services they provide meet one or both of the applicable statutory 
conditions.  

4.51 However, in order to assist service providers to understand how Ofcom is likely to expect 
them to approach this assessment, we have decided to expand the Part 5 Guidance at 
paragraph 3.31 to reflect our view that the concept of “significant number of UK users” is 
likely to mean that the number of UK users on the service is material in the context of the 
service in question, rather than the number of UK users of the service necessarily being a 
large or substantial number.  

 

 
385 Christian Institute response to our December 2023 Part 5 Consultation, p.2; Yoti response to our December 
2023 Part 5 Consultation, p.2. 
386 5Rights response to our December 2023 Part 5 Consultation, p.3; Barnardo’s response to our December 
2023 Part 5 Consultation, pp.2-3. 
387 ICO,  ‘Likely to be accessed’ by children – FAQs, list of factors and case studies.  
388 5Rights response to our December 2023 Part 5 Consultation, p.3; Yoti response to our December 2023 Part 
5 Consultation, p.2. 
389 5Rights response to our December 2023 Part 5 Consultation, p.3; StripChat response to our December 2023 
Part 5 Consultation, p.3. 
390 StripChat response to our December 2023 Part 5 Consultation, p.3. 
391 5Rights response to our December 2023 Part 5 Consultation, p.3. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/christian-institute.pdf?v=370056
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/5rights.pdf?v=370046
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/barnardos.pdf?v=370048
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/childrens-information/childrens-code-guidance-and-resources/likely-to-be-accessed-by-children/
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4.52 We do not consider that the UK links test is intended to exclude services from the scope of 
the Part 5 duties simply because they have relatively small user bases, as this would not 
align with the purpose of the Part 5 duties which is to secure that children in the UK should 
not normally be able to encounter regulated provider pornographic content. We therefore 
suggest that providers of Part 5 services should err on the side of caution when assessing 
whether they have a significant number of UK users and are in scope of Part 5, taking 
independent legal advice as needed.  

4.53 To assist service providers, we have also given additional guidance at paragraph 3.34 of the 
Part 5 Guidance on factors that may indicate that the UK is a target market for a service, 
including where a service:392 

• is designed for UK users; 
• is promoted or marketed toward UK users; 
• generates revenue from UK users either directly (e.g. via subscriptions or sales) or 

indirectly (e.g. through advertising to UK users, including people or organisations); 
• includes functionalities or content that is tailored for UK users; or 
• has a UK domain or provides a UK contact address and/or telephone contact 

number. 

4.54 Only one of the two conditions (significant number of UK users or UK as a target market) 
needs to be met for a service to have links with the UK. This means that, even if a service 
does not have a significant number of UK users, it may be in scope if they have the UK as a 
target market. This is set out at paragraph 3.31 of the Part 5 Guidance, which we have 
updated to clarify this point. Conversely, a service may be in scope if it has a significant 
number of UK users but the UK is not a target market.  

Guidance on record-keeping duties  

Our proposals 
4.55 In Section 5 of the draft Part 5 Guidance, we proposed steps that service providers should 

take when making and keeping a written record and summarising it in a publicly available 
statement for the purposes of complying with their record-keeping duties under Part 5 of 
the Act. In particular, we stated that our proposed guidance on record keeping follows the 
approach in the draft guidance on Record Keeping and Review, published as part of our 
November 2023 consultation on illegal harms and now published in final form in December 
2024.393  

4.56 We also set out in the draft Part 5 Guidance the information that we proposed service 
providers should consider including about their age assurance process in their written 

 

 
392 These factors are also mentioned in Ofcom’s Online Regulation Checker: https://ofcomlive.my.salesforce-
sites.com/formentry/RegulationChecker. 
393 November 2023 Consultation, Annex 6: Guidance on record keeping and review. This has now been 
updated in the December 2024 Illegal Harms Statement, Record keeping and review guidance, published 16 
December 2024. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/record-keeping-and-review-guidance.pdf?v=387551#:%7E:text=2.-,Guidance%20on%20written%20records,understand%2C%20and%20up%20to%20date.
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records and publicly available statement, including how they can show that they have had 
regard to each of the criteria and principles when implementing their age assurance process.  

4.57 We further signposted service providers to ICO guidance,394 to help them understand how to 
have regard to the importance of protecting user privacy to comply with the data protection 
regime, and provided examples of how service providers could keep a record of having done 
so. 

4.58 We also set out examples of circumstances where we are likely to consider that a service 
provider has not complied with the record-keeping duties.  

Summary of responses  
4.59 Stakeholders generally expressed support for our guidance related to the record-keeping 

duties,395 with some respondents citing that the requirement to make a statement publicly 
available would help to ensure transparency for users and accountability for service 
providers.396 

4.60 Open Identity Exchange and Yoti acknowledged that keeping a record of the results of 
individual age checks was not a requirement but said this was not made clear.397 Yoti 
suggested that as a result, providers may unnecessarily keep a record of information such as 
a user’s age or full date of birth.398 5Rights expressed concern that service providers will 
have to record a great deal of likely sensitive data as a result of the written record duties.399  

4.61 One respondent argued that the guidance section on written record duty related to privacy 
could be expanded to include the considerations of the “privacy-trade-offs” that a provider’s 
choice of age assurance method could mean for a user.400 Yoti stated that providers should 
only retain the meta-data about the age check, rather than a user’s date of birth.401  

4.62 Several respondents argued that the written records should be used to record the 
effectiveness of the age assurance process. They suggested that providers should record the 
outcome of their age assurance method to show that it is highly effective at preventing 
children from normally being able to encounter pornography.402 

 

 
394 The Opinion can be found at ICO, Children’s code guidance and resources. [accessed 9 January 2025]  
395  Children’s Commissioner for England response to our December 2023 Part 5 Consultation, pp.19-20; One 
ID response to our December 2023 Part 5 Consultation, p.4; Te Mana Whakaatu Classification Office response 
to our December 2023 Part 5 Consultation, p.4; Veridas response to our December 2023 Part 5 Consultation, 
p.13; Welsh Government response to our December 2023 Part 5 Consultation, p.2. 
396 Te Mana Whakaatu Classification Office response to our December 2023 Part 5 Consultation, p.4. 
397 Open Identity Exchange response to our December 2023 Part 5 Consultation, p.6; Yoti response to our 
December 2023 Part 5 Consultation, p.17. 
398 Yoti response to our December 2023 Part 5 Consultation, p.17. 
399 5Rights response to our December 2023 Part 5 Consultation, p.8. 
400 Yoti response to our December 2023 Part 5 Consultation, p.17. 
401 Yoti response to Illegal Harms Consultation, p.8. 
402 5Rights response to our December 2023 Part 5 Consultation, p.2; Barnardo’s response to our December 
2023 Part 5 Consultation, pp.8-9; Centre to End All Sexual Exploitation (CEASE) response to our December 
2023 Part 5 Consultation, p.5. 

https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/childrens-information/childrens-code-guidance-and-resources/
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/the-childrens-commissioner.pdf?v=369439
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/oneid.pdf?v=369432
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/oneid.pdf?v=369432
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/veridas-digital-authentication-solutions-united-kingdom-ltd.pdf?v=368288
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/veridas-digital-authentication-solutions-united-kingdom-ltd.pdf?v=368288
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/welsh-government.pdf?v=369443
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/veridas-digital-authentication-solutions-united-kingdom-ltd.pdf?v=368288
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/yoti.pdf?v=369444
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/270826-consultation-protecting-people-from-illegal-content-online/responses/yoti.pdf?v=369925
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/5rights.pdf?v=370046
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/centre-to-end-all-sexual-exploitation-cease.pdf?v=370058
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4.63 One stakeholder highlighted that service providers that use third party age assurance 
solutions should be able to cross reference records held by the third party to prevent these 
records being duplicative.403 

4.64 Free Speech Coalition called for Ofcom to provide a template demonstrating compliance.404 
One respondent queried where providers should place their publicly available statement; for 
example, if it is placed at the footer of a webpage this may have accessibility issues, 
particularly for mobile phone users.405 

4.65 xHamster argued that some responsibilities, such as ensuring that the method used has 
been tested on diverse data, should lie with third-party age assurance providers who have 
in-depth knowledge of their processes, and that Ofcom should reassess the allocation of 
these responsibilities.406  

Our decisions  
4.66 It is the responsibility of the service provider to demonstrate via their written record how 

they meet the duty. Given the potential complexity and diversity of deployment contexts 
and age assurance processes, we have not provided a template to demonstrate compliance 
with the duties. It is for providers to determine how best to present their records in line with 
the design of their service. We have taken this approach to afford service providers 
flexibility, so long as they include all relevant information, and therefore we do not think it is 
appropriate to be unduly prescriptive. Provided the written record is durable, accessible, 
easy-to-understand, up-to-date and written in clear simple language as recommended in the 
Part 5 Guidance, then it may be appropriate for a service provider who uses a third-party 
age assurance provider to cross reference records held by its chosen third-party age 
assurance provider to avoid these records being duplicative.  

4.67 In response to the comment that the responsibility for compliance with data protection law 
should lie with third-party age assurance providers, we highlight that should a service 
provider choose to use a third-party age assurance solution; it is for the service provider and 
that third party to identify their respective roles and obligations under data protection 
law.407 The Part 5 Guidance is intended to help service providers comply with their 
requirements to keep written records of the way in which they have had regard to privacy 
when deciding on the kind of age assurance measures to use. Part 5 services may need to 
make enquiries of third-party age assurance providers to ascertain how privacy and data 
protection law are being considered in the process of implementing age assurance on the 
Part 5 service.  

4.68 Regarding stakeholder comments on the written record duty related to privacy and data 
protection, we consider that service providers can and should implement age assurance and 
comply with their record-keeping duties in a way that minimises the amount of personal 
data which may be processed or retained, beyond what is required for implementing the age 

 

 
403 The Age Verification Providers Association) response to our December 2023 Part 5 Consultation, p.10. 
404 Free Speech Coalition response to our December 2023 Part 5 Consultation, p.8. 
405 [] 
406 xHamster response to our December 2023 Part 5 Consultation, pp.8-9. 
407 See the ICO Guidance on controllers and processors for more information.  

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/the-age-verification-providers-association-avpa.pdf?v=369438
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/free-speech-coalition.pdf?v=370051
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/controllers-and-processors/controllers-and-processors/what-are-controllers-and-processors/
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assurance process, so that the amount of data collected is no more than necessary. We 
expect providers to comply with data protection law, with further information given in 
paragraphs 5.20 to 5.25 of the Part 5 Guidance. We address the comment regarding “privacy 
trade-offs” in paragraph 3.285 of this statement. Please see the sub-section on ‘Privacy, data 
protection and security concerns with highly effective age assurance’ from paragraph 3.262 
of this statement where we discuss data protection in more detail.  

4.69 In response to comments from Open Identity Exchange, Yoti and 5Rights, the duties in the 
Act requiring written records to be kept do not require service providers to keep a record of 
the outcome of individual age checks. We have clarified this at paragraph 5.12 of the Part 5 
Guidance. Where providers choose to retain results of individual age checks, this must be 
done in a manner which is compliant with data protection law. The UK GDPR sets out seven 
key principles which apply to the processing of personal data; this includes having a lawful 
basis for doing so and ensuring that the data is not kept longer than is needed.408  

4.70 In response to comments suggesting that service providers should record the effectiveness 
of their age assurance process, we emphasise that the record-keeping duties do require 
services to record the kinds of age verification or age estimation used, and how they are 
used.409 The Part 5 Guidance is clear that service providers should record “how each method 
or combination of methods fulfils the criteria and principles set out in Section 4”,410 
therefore services should record their assessment of the accuracy, robustness, reliability and 
fairness of their age assurance process.  

Additional changes to guidance on the Part 5 record-keeping 
duties  
4.71 In our December 2024 statement ‘Protecting people from illegal harms online’ (“December 

2024 statement”), we published updated guidance on Record Keeping and Review.411 We 
have made the following change to our Part 5 Guidance to align with the updated version of 
this Record Keeping and Review Guidance: 

a) At paragraph 5.13 of the Part 5 Guidance, we have changed the retention period that we 
expect for record keeping. As explained at paragraph 4.24 of our statement on the 
Record Keeping and Review Guidance, in order to align with other regulatory regimes, 
such as the EU’s Digital Services Act (DSA), we recommend a three-year retention period 
for record keeping, rather than the five years previously stated. As explained at 
paragraph 4.29 of our statement on the Record Keeping and Review Guidance, this 
should still allow for records to be available if retrospective problems are identified. It 

 

 
408 The seven principles are set out in Article 5 of the UK GDPR and elaborated on in the context of age 
assurance in The Commissioner’s Opinion on Age Assurance at section 6.1.5 on Data Minimisation and 6.1.7 on 
Storage Limitation. For completeness, see also the ICO’s A guide to the data protection principles. 
409 Section 81(4)(a) of the Act.  
410 Guidance on highly effective age assurance and other Part 5 duties 
411 December 2024 Illegal Harms Statement, Record keeping and review guidance, published 16 December 
2024.  

https://ico.org.uk/about-the-ico/what-we-do/information-commissioners-opinions/age-assurance-for-the-children-s-code/6-expectations-for-age-assurance-and-data-protection-compliance/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/data-protection-principles/a-guide-to-the-data-protection-principles/
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-age-assurance-and-childrens-access/guidance-on-highly-effective-age-assurance-and-other-part-5-duties.pdf
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/record-keeping-and-review-guidance.pdf?v=387551
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should also ensure that records are available for providers to show how they have 
responded to the evolution of risks over time.412 

4.72 We have also made the following minor changes to align with the original proposals from 
the Record Keeping and Review Guidance, as set out at paragraph 4.25 of our statement on 
the Record Keeping and Review Guidance: 

• At paragraph 5.5 of the Part 5 Guidance, in order to align with paragraph 2.1 of 
our final Record Keeping and Review Guidance, we now state that “records should 
be durable, accessible, easy to understand, and up-to-date”. This wording has also 
been reflected in the Overview of the Guidance and in Figure 5.1.  

• At paragraph 5.8 of the Part 5 Guidance, in order to align with paragraph 2.4 of 
our final Record Keeping and Review Guidance, we have clarified that, where it is 
not reasonably practicable for the written records to be kept in English, the 
records must be capable of being translated into English.  

Assessing compliance with age assurance and record-
keeping duties  

Our proposals 
4.73 In our draft Part 5 Guidance, we set out an overview of our general approach to 

enforcement under the Act, including the principles that we will consider when determining 
whether a service provider has complied with the duties.  

4.74 The draft Part 5 Guidance explained that the Act gives Ofcom the power to take 
enforcement action, including imposing financial penalties of up to £18 million, or 10% of 
qualifying worldwide revenues (whichever is greater), where we find that service providers 
have failed to comply with their Part 5 duties.413 We explained in the draft Part 5 Guidance 
that Sections 4 and 5 of the guidance provide the analytical framework Ofcom would intend 
to apply when assessing whether the Part 5 duties have been met and examples of where 
we are likely to consider that a regulated service has not complied. 

4.75 The draft Part 5 Guidance also explained that, when assessing compliance, we will act in 
accordance with our general duties, including our duty to have regard to our regulatory 
principles of transparency, accountability, proportionality, consistency and ensuring that 
regulatory action is targeted only at cases which require it.414 

4.76 We signposted services to our draft OS Enforcement Guidance, which set out the procedures 
we proposed to follow where we suspect non-compliance with the obligations that apply to 
service providers under the Act.415 We made clear in the draft Part 5 Guidance that we will 

 

 
412 Ofcom, Protecting people from illegal harms online: Volume 1, Chapter 4: Record-Keeping and Review 
Guidance, published 16 December 2024. 
413 Paragraph 4, Schedule 13 to the Act.  
414 Section 3(3)(a) of the 2003 Act. 
415 This guidance has now been published in its final form here: Protecting People from illegal harms online: 
online safety enforcement guidance. Published 16 December 2024. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/volume-1-governance-and-risks-management.pdf?v=387545
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/online-safety-enforcement-guidance.pdf?v=387566
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/online-safety-enforcement-guidance.pdf?v=387566
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follow the procedures in the OS Enforcement Guidance when deciding whether and how to 
take enforcement action against non-compliance with Part 5 duties.  

Summary of responses  
4.77 Two respondents expressed support for Ofcom’s approach to enforcement,416 another 

praised Ofcom’s transparency but urged Ofcom to enforce quickly.417  

4.78 The Scottish Government emphasised the need for quick and robust enforcement.418 Some 
respondents expressed concern that Ofcom’s approach to enforcement would not be 
adequately robust.419 They suggested that under VSP regulation enforcement action was 
taking place too slowly. CEASE disagreed with Ofcom’s approach of engaging first with 
services.420 StripChat suggested that firms lacking a tangible presence in the UK may be less 
likely to comply with age assurance requirements, but that prompt enforcement action 
should still be taken.421  

4.79 Some respondents highlighted the risk that user traffic would move from sites that have 
implemented age assurance to those that have not.422 They used examples of this happening 
in Germany, France and certain US states to support the argument that the loss of user base 
could be such an existential threat to pornography services that service providers may see 
choosing to not comply and investing in legal defence as a better option than implementing 
age assurance.423  

4.80 Respondents suggested that enforcement would need to be swift, robust and applied 
equally to the whole sector to reduce the risk of users moving from sites that have 
implemented age-assurance to those that have not.424 StripChat argued that without a 
scalable method for enforcing compliance with age verification requirements, platforms are 
left with the option to either comply or ignore these requirements, leaving a vast number of 
websites unchecked and accessible by children.425 xHamster explained that if services of all 
sizes are not forced to comply at the same time users will move from compliant to non-
compliant sites, meaning that children will continue to not be protected from 

 

 
416 Brown, N. response to our December 2023 Part 5 Consultation, pp.4-5; Veridas response to our December 
2023 Part 5 Consultation, p.13. 
417  Children’s Commissioner for England response to our December 2023 Part 5 Consultation, p.20. 
418 Scottish Government response to our December 2023 Part 5 Consultation, p.3. 
419 Baroness Benjamin response to our December 2023 Part 5 Consultation, p.3; CEASE response to our 
December 2023 Part 5 Consultation, p.6; CARE response to our December 2023 Part 5 Consultation, pp.5-6, 
Christian Institute response to our December 2023 Part 5 Consultation, p.5; Lord Bethell response to our 
December 2023 Part 5 Consultation, pp.3-4; Yoti response to our December 2023 Part 5 Consultation, p.18. 
420 CEASE response to our December 2023 Part 5 Consultation, p.6. 
421 StripChat response to our December 2023 Part 5 Consultation, p.6. 
422 The Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.10; 
Barnardo’s response to our December 2023 Part 5 Consultation, p.9; xHamster response to our December 
2023 Part 5 Consultation, p.3. 
423 Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.10; Aylo 
response to our December 2023 Part 5 Consultation, p.2. 
424 Age Verification Providers Association response to our December 2023 Part 5 Consultation, p.10; Yoti 
response to our December 2023 Part 5 Consultation p.18.  
425 StripChat response to our December 2023 Part 5 Consultation, p.2. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/brown-n.pdf?v=370062
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/veridas-digital-authentication-solutions-united-kingdom-ltd.pdf?v=368288
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/the-childrens-commissioner.pdf?v=369439
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/scottish-government-.pdf?v=369436
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/christian-action-research-and-education-care.pdf?v=370057
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/christian-institute.pdf?v=370056
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/lord-bethell.pdf?v=369423
https://ofcomuk.sharepoint.com/:b:/s/OHProg/ETKsFy5cbOlJniilAgSdOXMBJZ1zQ2-xI4qF1bSilW1UWA
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/the-age-verification-providers-association-avpa.pdf?v=369438
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/barnardos.pdf?v=370048
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/the-age-verification-providers-association-avpa.pdf?v=369438
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/responses/the-age-verification-providers-association-avpa.pdf?v=369438
https://ofcomuk.sharepoint.com/sites/OHProg/regapp/Forms/AllItems.aspx?FolderCTID=0x012000524165F0F3932F419734BA14B1A9EDC0&id=%2Fsites%2FOHProg%2Fregapp%2FConsultations%2FPart%205%2C%20HEAA%2C%20and%20CAA%2FPart%205%20Guidance%2F6%2E%20Consultation%20Responses%2F2%2D%20Non%2Dconfidential%20responses%2FYoti%2F2024%2003%2004%20%20%2D%20Yoti%20response%20to%20Ofcom%27s%20Consultation%20on%20Guidance%20for%20service%20providers%20publishing%20pornographic%20content%2Epdf&viewid=259579a9%2Df787%2D44dc%2D837c%2Dde9242397de3&parent=%2Fsites%2FOHProg%2Fregapp%2FConsultations%2FPart%205%2C%20HEAA%2C%20and%20CAA%2FPart%205%20Guidance%2F6%2E%20Consultation%20Responses%2F2%2D%20Non%2Dconfidential%20responses%2FYoti
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pornography.426 One respondent cited that following legislative changes in Louisiana, users 
moved to non-compliant sites that also do not protect user safety or moderate content.427 
xHamster also argued that age assurance will increase ‘bounce rates’,428 meaning that 
compliant services will move down in search rankings, making non-compliant sites easier to 
find.429  

4.81 iProov stated that its primary concern is that Ofcom’s proposed guidelines “create 
conditions whereby the market is incentivised to embrace a weak solution today, knowing 
that enforcement against erroneous decisions is unlikely, creating a pull against adopting 
more robust solutions which provide for trusted verification that a user is provably an 
adult.”430 

Our decision  
4.82 We have decided that it is unnecessary to make any substantive changes to our approach to 

assessing compliance following consideration of stakeholder responses that we received on 
these enforcement-related aspects.  

4.83 Any enforcement action will be taken in line with our OS Enforcement Guidance,431 which 
sets out our administrative priority framework for how we decide which cases to pursue and 
the processes we will follow when taking formal enforcement action. 

4.84 In light of respondents’ comments about quick and robust enforcement, we have removed 
the wording that suggests that we operate with a bias against intervention in the final 
version of the OS Enforcement Guidance.432 We refer to the statutory language in respect of 
our duty to have regard to the principles under which regulatory activities should be 
transparent, accountable, proportionate, consistent, and targeted only at cases in which 
action is needed; and any other principles appearing to Ofcom to represent best regulatory 
practice. We have made clear that, in terms of enforcement action, our approach is to take 
action only where it is proportionate and appropriate, but with a willingness to intervene 
firmly, promptly and effectively when required. 

4.85 Regarding the implications for protection of children from our enforcement approach, 
Ofcom has a duty under the Act to have regard to the need for a higher level of protection 
for children than adults, and this is factored in throughout our administrative priority 
framework. The risk of harm to children will be a key consideration when determining how 
urgently we will take action and what course of enforcement action is most appropriate for 
services failing to comply with their Part 5 duties. 

 

 
426 xHamster response to our December 2023 Part 5 Consultation, p.9. 
427 Aylo response to our December 2023 Part 5 Consultation, p.2. 
428 ‘Bounce rate’ is a metric used in web traffic analysis to measure the percentage of visitors who leave a 
website after viewing only one page.  
429 xHamster response to our December 2023 Part 5 Consultation, p.9. 
430 iProov response to our December 2023 Part 5 Consultation, p.1.  
431 This guidance has now been published in its final form here: Protecting People from illegal harms online: 
online safety enforcement guidance. Published 16 December 2024. 
432 See paragraph 3.28 of Protecting people from illegal harms online: Volume 3 Transparency, trust and other 
guidance, published 16 December 2024. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/online-safety-enforcement-guidance.pdf?v=387566
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/online-safety-enforcement-guidance.pdf?v=387566
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/volume-3-transparency-trust-and-other-guidance.pdf?v=387709
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/volume-3-transparency-trust-and-other-guidance.pdf?v=387709
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4.86 With regard to stakeholder responses about the risk of users migrating to non-compliant 
sites, we have a range of non-statutory tools which we may use in response to a potential 
compliance concern, alongside our statutory powers to open investigations and take formal 
enforcement action (including imposing financial penalties), which may result in services 
coming into compliance sooner than through formal action. This may include sending 
warning letters and/or accepting commitments or assurances to remedy compliance 
concerns. Additionally, working with the industry through supervisory engagement and 
broader outreach work is a critical element of our work to promote compliance, to ensure 
that the sector is aware of their duties and the steps they need to take to comply. This will 
be balanced against the need to take swift action against serious breaches, and the 
importance of protecting children from harm. We have shown through our VSP regime how 
the application of a combination of statutory and non-statutory tools for enforcement can 
drive compliance with duties to protect children from pornography.433  

4.87 We expect services to have already started preparing for the duties coming into force and 
have regularly published information on our website to help them understand how they can 
do so.434 We have also been engaging with a range of service providers, including providers 
of smaller services and pornography services, to help them understand the new rules. This 
includes:  

• engaging with pornography services directly and bodies who have online 
pornography services as members, like the Free Speech Coalition and the 
Association of Sites Advocating Child Protection (ASACP);  

• attending international adult industry conferences to promote understanding of 
the Act; 

• publishing guidance in a range of areas and designing a specific information page 
for services which host pornography;435 and 

• developing a set of interactive compliance tools to make the requirements more 
accessible and attainable and produced materials, including a series of webinars, 
to help services understand their duties under the Act. 

4.88 We recognise that it may take time for service providers to understand the new regime, 
assess the risks their services pose to users and make the necessary adaptions to their 
systems and processes. This is likely to particularly be the case for smaller services, those 
new to regulation, and services within scope of both Part 5 and Part 3 of the Act. We will 
take these challenges into account when considering whether and when it is appropriate to 
take enforcement action against non-compliance with the Part 5 duties.  

4.89 However, we expect all providers to take a proactive approach to compliance and meet their 
respective implementation deadlines. Ofcom is opening an age assurance enforcement 
programme, focusing our attention first on Part 5 services.  

4.90 We recognise the risk that users will seek to move to services that do not use age assurance 
and acknowledge the examples raised by stakeholders from other jurisdictions. We will take 

 

 
433 Ofcom, 2024, Investigation into Mintstars ltd compliance with rules to protect children from restricted 
material  
434 Ofcom, 2024, Implementing the Online Safety Act: progress update. 
435 Ofcom, 2024, available at ofcom.org.uk/adultsonly. 

https://www.ofcom.org.uk/online-safety/protecting-children/investigation-into-mintstars-ltd
https://www.ofcom.org.uk/online-safety/protecting-children/investigation-into-mintstars-ltd
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/roadmap/2024/ofcoms-approach-to-implementing-the-online-safety-act-2024.pdf?v=383285
https://www.ofcom.org.uk/adultsonly
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steps to monitor compliance across the adult sector, with services of all sizes, and stand 
ready to take enforcement action where services do not comply with their duties to use 
highly effective age assurance to prevent children from encountering pornographic content, 
both under Part 5, and when they come into force, under Part 3. We will also be engaging in 
public awareness campaigns to encourage adults to engage with age assurance rather than 
visit sites that may be less safe.  

Next steps 
4.91 Part 5 services are required to comply with their duties under the Act, including the 

requirement to use highly effective age assurance, from 17 January 2025. As such, they must 
take steps to introduce highly effective age assurance immediately. 

4.92 Part 5 providers should refer to the final Part 5 Guidance, as well as this Section 3 of this 
statement, to understand how they can meet all the requirements of the Act relating to the 
scope of Part 5. 
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5. Children’s access assessments  
In this section, we set out our consideration of stakeholder responses that we received on 
our proposed approach to children’s access assessments and our draft Children’s Access 
Assessments Guidance, together with reasons for reaching our decisions. 

A children’s access assessment is a process that all providers of Part 3 services in scope of 
the Act must carry out to determine whether a service, or part of a service, is likely to be 
accessed by children. Ofcom is required to produce guidance to assist service providers in 
complying with their children’s access assessments duties.  

Broadly, we have decided to confirm the approach we proposed in our May 2024 
Consultation in relation to the areas where we have exercised our policy discretion, as 
follows: 

- Service providers should only conclude that it is not possible for children to access a 
service (or part of a service) where they are using highly effective age assurance to 
control access to the service. 

- What constitutes a significant number of children for the purposes of a children’s access 
assessment depends on the nature and context of each service.  

- We have set out in the Children’s Access Assessments Guidance a list of factors that 
services should take into account when carrying out their assessment of whether the 
child user condition is met. Services must record the outcome of children’s access 
assessments. The process should be a straightforward exercise for most providers. 
Services that conclude that they are not likely to be accessed by children should be 
prepared to demonstrate this with a detailed evidence-based assessment.  

Providers may already have assessed whether they are likely to be accessed by children as 
set out in the ICO’s Children’s code for the purposes of complying with data protection 
regulation, and may be able to draw on similar evidence and analysis for carrying out both 
assessments.  

Introduction 
5.1 A children’s access assessment is a process for establishing whether a service, or part of a 

service,436 is “likely to be accessed by children”.437 We anticipate that most Part 3 services 
that are not using highly effective age assurance are likely to be accessed by children within 

 

 
436 Unless otherwise indicated, references in this section to “service” should be read as “service or part of a 
service”.  
437 Section 37 of the Act. 
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the meaning of the Act.438 Services likely to be accessed by children must comply with the 
children’s risk assessment duties439 and the children’s safety duties.440 

5.2 Ofcom has a duty to produce guidance to assist service providers in complying with the 
duties relating to children’s access assessments.441 This section explains our approach to the 
Children’s Access Assessments Guidance.  

5.3 Children’s access assessments have two stages:442  

• Stage 1: The service provider must determine whether it is possible for children to 
access the service or a part of it.443 A provider is only entitled to conclude that it is 
not possible for children to access a service if it is using age assurance with the 
result that children are not normally able to access it.444  

• Stage 2: If it is possible for children to access a service, or a part of a service, the 
service provider must then determine whether the “child user condition” is met.445 

5.4 Children’s access assessments must be suitable and sufficient.446 Services that do not have 
highly effective age assurance in place must carry out stages 1 and 2 of the child access 
assessment. Services that have highly effective age assurance in place and reach the 
conclusion that therefore it is not possible for children to access the service need only 
complete stage 1, then record the outcome of their assessment. If a provider concludes that 
the child user condition is not met (stage 2), in order to have carried out a suitable and 
sufficient assessment they must make a written record of the steps they have taken to reach 
their conclusion, supported by evidence. 

5.5 Where it is possible for children to access a service (or part of it), the child user condition is 
met if: 

• there is a significant number of children who are users of the service or that part 
of it; and/or 

• the service, or that part of it, is of a kind likely to attract a significant number of 
users who are children.447 

5.6 The two parts of the child user condition are not cumulative. If either (or both) of the criteria 
are met, the service is considered as “likely to be accessed by children” and needs to comply 
with the duties under sections 11 and 12 of the Act (if the service is a U2U service) or 
sections 28 and 29 of the Act (if the service is a search service or for combined services in 

 

 
438 Section 37 of the Act. 
439 Sections 11 (U2U services) and 28 (search services) of the Act. 
440 Sections 12 (U2U services) and 29 (search services) of the Act. 
441 Section 52(3)(b) of the Act. 
442 Whether both stages need to be completed depends on the outcome of stage 1 for a service provider. We 
provide further guidance on this in Sections 2 and 3 of the Children’s Access Assessments Guidance.  
443 Section 35(1)(a) of the Act. 
444 Section 35(2) of the Act. As we note in the Children’s Access Assessments Guidance, whether a service is 
likely to be accessed by children is assessed differently under data protection law for the purposes of the ICO’s 
Children’s code and services should consult the ICO’s guidance where appropriate. 
445 Section 35(1)(b) of the Act. 
446 Section 36(6) of the Act. 
447 Section 35(3) of the Act. 
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relation to the search engine of each such service).448 This means they must carry out a 
children’s risk assessment, as discussed at Section 12 of our May 2024 Consultation on 
Protecting Children from Harms Online (“May 2024 Consultation”), and use or adopt 
appropriate measures to comply with the safety duties protecting children, as discussed at 
Section 14 of our May 2024 Consultation.  

5.7 Where a service provider fails to complete a children’s access assessment, the service will be 
treated as likely to be accessed by children.  

5.8 The children’s access assessments process is shown in Figure 5.1 below.  

Figure 5.1: Children’s access assessments process 

 
Source: Ofcom 

5.9 Our Children’s Access Assessments Guidance seeks to assist service providers in complying 
with their duties in relation to children’s access assessments by setting out a clear process 
and recommended factors and evidence to consider at each stage. The process will be 
straightforward for most providers. Where providers conclude that their service is likely to 
be accessed by children, we will not expect them to record in detail the evidence supporting 
this conclusion, enabling them to move on to the children’s risk assessment and use their 
time and resources efficiently. Where providers conclude that their service is not likely to be 
accessed by children, we will expect them to record the evidence supporting their 
conclusion. 

Our proposals 
5.10 In our May 2024 Consultation, we set out our proposed approach to parts of the draft 

Children’s Access Assessments Guidance where we exercised some degree of discretion, and 
invited stakeholders’ feedback on our proposed approach on these particular areas: 

 

 
448 A combined service is a regulated U2U service that includes a public search engine, as defined at section 
4(7) of the Act.  
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• Age assurance for children’s access assessments: we proposed that where 
providers conclude that it is not possible for children to access a service, or a part 
of it, because they are using age assurance, that age assurance should be “highly 
effective”.  

• Our approach to the child user condition: we provided a non-exhaustive list of 
indicative factors to consider when assessing both criteria of the child user 
condition. We proposed that providers take a holistic approach, considering a 
range of factors to determine which criterion of the child user condition to begin 
with.  

• What constitutes a “significant number” of children: we proposed that a 
relatively small number or percentage of children could be a significant number 
depending on the context.  

• How service providers can assess whether they are “of a kind likely to attract a 
significant number of children”: we recommended that providers consider the 
factors provided in the Children’s Access Assessments Guidance, and any other 
relevant factors, to build an understanding of whether their service is likely to 
attract a significant number of children.  

Our approach to children’s access assessments 
5.11 Some respondents made general comments or gave feedback on our overall approach to 

children’s access assessments. We have considered these responses, summarised them 
below, and responded in a number of areas in the sub-section “Our decision” below.  

Summary of responses 
5.12 Two respondents broadly agreed with our proposed approach to children’s access 

assessments.449 5Rights agreed with our proposed approach “in casting the net widely when 
determining which services are in scope of the child safety duties.”450 

5.13 Mid Size Platform Group suggested that children’s access assessments should contain some 
consideration of the risk that a service poses to children, to allow low risk services to rule 
themselves out from the outset.451 Open Rights Group focused on “non or semi-commercial 
services not located in the UK” and suggested that “Ofcom’s advice should make it clear that 
such services are not in scope”.452  

5.14 Some stakeholders commented on the three-month timeline for completing children’s 
access assessments. Pinterest asked Ofcom to give consideration to extending the 
implementation period for children’s access assessments in response to feedback from 
service providers.453 Other respondents thought the three-month timeline was too long.454 

 

 
449 CELCIS response to our May 2024 Consultation, p.2; Meta response to the May 2024 Consultation, p.5. 
450 5Rights Foundation response to May 2024 Consultation, p.4. 
451 Mid Size Platform Group response to our May 2024 Consultation, p.2. 
452 Open Rights Group response to our May 2024 Consultation, p.2. 
453 Pinterest response to our May 2024 Consultation, p.6. 
454 Barnardo’s response to our May 2024 Consultation, p.5; CARE response to our May 2024 Consultation, p.2;  
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Online Travel UK asked whether children’s access assessments could be recorded as part of 
the illegal content risk assessment process.455 

5.15 Some respondents asked how we would check compliance with the children’s access 
assessments duties and/or enforce against non-compliant services.456 The Association of 
Police and Crime Commissioners asked whether Ofcom would be reviewing the assessments 
of services that determined the number of children not to be significant, and correcting any 
assumptions made that we disagreed with.457 NSPCC called for further information “about 
how Ofcom will identify and prioritise scrutinising the assessments of borderline services 
who have determined that they are not likely to be accessed by children, new services which 
grow rapidly, and those operating in flagrant breach of the regulation.”458 

Our decision 
5.16 Having carefully considered stakeholder responses to our consultation, we have decided to 

adopt the approach to children’s access assessments that we proposed in our May 2024 
Consultation. We have made some minor changes to the Children’s Access Assessments 
Guidance in response to stakeholder comments, which we explain at the end of the sub-
section Assessing whether the child user condition is met (from paragraphs 5.85).   

5.17 Providers are required by the Act to carry out children’s access assessments for all Part 3 
services. We do not have discretion to waive the children’s access assessments duties for 
Part 3 services located outside the UK, or for non-or semi-commercial services, as suggested 
by Open Rights Group. Nor do we have discretion to waive the requirements for certain 
types of services that may pose a low risk to children, as one respondent suggested.  

5.18 The timing for carrying out the first children’s access assessment depends on when a service 
comes within the scope of Part 3 of the Act, as set out in Section 2 of the Children’s Access 
Assessments Guidance. In response to Pinterest, given that in general we expect that for 
most services this should be a straightforward exercise, we consider that services should 
need no more than three months to complete children’s access assessments. In response to 
stakeholders who felt the period for completing children’s access assessments was too long, 
we do not have discretion to require services to complete children’s access assessments in 
less than three months.459  

5.19 In response to the stakeholder query about whether children’s access assessments could be 
recorded as part of the illegal content risk assessment process, we remind providers that 
they are required to complete illegal content risk assessments for all Part 3 services by 16 
March 2025.460 They may carry out and record the results of their children’s access 

 

 

CEASE response to our May 2024 Consultation, pp.2-4; Christian Institute response to our May 2024 
Consultation, p.2. 
455 Online Travel UK response to our May 2024 Consultation, p.6. 
456 Association of Police and Crime Commissioners response to our May 2024 Consultation, p.4; Health 
Professionals for Safer Screens response to our May 2024 Consultation, p.3; Yoti response to our May 2024 
Consultation, p.6. 
457 Association of Police and Crime Commissioners response to our May 2024 Consultation, p.4. 
458 NSPCC response to our May 2024 Consultation, p.6. 
459 Part 1 of Schedule 3 to the Act. 
460 See Ofcom, Risk Assessment Guidance and Risk Profiles. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/risk-assessment-guidance-and-risk-profiles.pdf?v=388034
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assessments at the same time, but will be required to carry out separate children’s risk 
assessments in the event that they determine a service is likely to be accessed by children, 
within three months of the publication of our final Children’s Risk Assessment Guidance. We 
will publish our final Children’s Risk Assessment Guidance in April alongside our Protecting 
Children from Harms Online Statement. 

5.20 In response to stakeholders who asked about our approach to compliance and enforcement, 
as discussed in Section 2 of the Children’s Access Assessments Guidance, if we suspect that a 
service has failed to carry out a suitable and sufficient children’s access assessment properly 
or at all, then we may consider taking enforcement action in line with our OS Enforcement 
Guidance.461 We have the power to impose a financial penalty of up to 10% of qualifying 
worldwide revenue or £18 million (whichever is the greater), and can also require remedial 
action to be taken. Remedial action may include Ofcom requiring the service to comply with 
the children’s risk assessment duties and the children’s safety duties.462 

Stage 1: Age assurance for children’s access 
assessments  

Background 
5.21 The first stage of a children’s access assessment is to determine whether it is possible for 

children to access the service or a part of it. Under the Act, a provider is only entitled to 
conclude that it is not possible for children to access a service, or a part of it, if it is using age 
assurance with the result that children are not normally able to access it.463 Where a service 
provider concludes that this requirement is met, this concludes the children’s access 
assessment and the service is not in scope of the children’s risk assessment and safety 
duties. 

5.22 The Act does not specify the type of age assurance providers should use in this context. 
Ofcom has discretion on the approach that we deem to be most appropriate for the purpose 
of children’s access assessments.  

Our proposals  
5.23 As set out from paragraph 4.14 of our May 2024 Consultation and in Section 3 of the draft 

Children’s Access Assessments Guidance, we proposed that providers should only conclude 
that it is not possible for children to access a service (or the relevant part of it) if:  

• they have implemented age assurance which is highly effective at determining 
whether or not a particular user is a child; and 

 

 
461 See Ofcom, Protecting People from illegal harms online: online safety enforcement guidance. Published 16 
December 2024. 
462 Section 135 of the Act.  
463 Section 35(2) of the Act.  

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/online-safety-enforcement-guidance.pdf?v=387566
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• they have access control measures that prevent users from being able to normally 
access the service, or the relevant part of it, except for users identified as adults 
via their age assurance process.464 

5.24 To help services to understand what constitutes highly effective age assurance, we referred 
services to our draft Part 3 HEAA Guidance which we published as Annex 10 of our May 2024 
Consultation.465 We proposed that the same criteria and principles would apply when 
assessing age assurance in the context of carrying out children’s access assessments. We 
advised services that they would need to consider the Part 3 HEAA Guidance should they 
wish to carry out an in-depth assessment of whether a particular form of age assurance is 
highly effective for the purpose of this first stage of the children’s access assessment. 

Summary of responses 
5.25 A range of respondents expressed broad support for our proposal that service providers 

should only conclude that children are not normally able to access a service where they are 
using highly effective age assurance.466 

5.26 Northeastern University London said that there may be other ways of providing assurance 
that children are not normally able to access a service without relying on highly effective age 
assurance.467 Inkbunny noted that search engines filter pages with Restricted to Adults (RTA) 
tags468 or other adult rating tags, and said this should be considered when determining 
whether a service is likely to be accessed by children.469 The Online Dating and Discovery 
Association argued that a risk-based approach would be more proportionate.470  

 

 
464 We use the term "access controls" to describe a technical mechanism(s) which prevents users who have not 
been age assured, or having been age assured, did not meet the requirements of the age assurance process, 
from accessing a service (or part of it) or certain content. 
465 See Section 3: Ofcom’s approach to highly effective age assurance. 
466 Age Check Certification Scheme response to our May 2024 Consultation, p.2; Bandio response to our May 
2024 Consultation, p.2; Barnardo’s response to our May 2024 Consultation, p.4; Canadian Centre for Child 
Protection response to our May 2024 Consultation, p.2; CEASE response to our May 2024 Consultation, p.2; 
CELCIS response to our May 2024 Consultation, p.2; Children’s Commissioner for England response to our May 
2024 Consultation, p.3; Christian Institute response to our May 2024 Consultation, p.2; Commissioner 
Designate for Victims of Crime Northern Ireland response to our May 2024 Consultation, p.3; Dean, J. response 
to our May 2024 Consultation, p.2; Derbyshire OPCC Police response to our May 2024 Consultation, p.2; East 
Riding Safeguarding Children Partnership response to our May 2024 Consultation, p.1; Institution of 
Engineering and Technology response to our May 2024 Consultation, p.2; Kooth Digital Health response to our 
May 2024 Consultation, p.2; The LEGO Group response to our May 2024 Consultation, p.1; Mobile Games 
Intelligence Forum response to our May 2024 Consultation, p.1; National Crime Agency response to our May 
2024 Consultation, p.2; Nexus response to our May 2024 Consultation, p.2; Smartphone Free Childhood 
response to our May 2024 Consultation, p.2; Ukie response to our May 2024 Consultation, p.4; Veridas 
response to our May 2024 Consultation, p.2. 
467 Northeastern University response to our May 2024 Consultation, p.7. 
468 Restricted to Adults (RTA) tags provide a means for services to indicate that their content is not appropriate 
for children so that the service is made inaccessible for users with parental control filters applied.  
469 Inkbunny response to our May 2024 Consultation, p.2. 
470 Online Dating and Discovery Association response to our May 2024 Consultation p.2. 

https://ofcomuk.sharepoint.com/:b:/s/OHProg/EQxFOcpsAtFEqHq9duVUp3IBau8RBX8Bbg00IwVgPPkv2w
https://ofcomuk.sharepoint.com/:b:/s/OHProg/EYjCTno2JxpNklLJxKg6-bkBGgZsB1SZZjGELoqWwQuGrA
https://ofcomuk.sharepoint.com/:w:/s/OHProg/ES72-6pZDx1AlwyXEUoCQNkBHFkKGOt5XtftKygcJzBtnQ?e=xvK6h4
https://ofcomuk.sharepoint.com/:b:/s/OHProg/EcFJ-YNicp9DiC1wKBO7JaIBrYH-0a7xNov6yYfg10JsOg
https://ofcomuk.sharepoint.com/:b:/s/OHProg/ESOXkbSIEd5Esa57FiOgpYAB-om9tQCk1lFBl5UdpPrOPA
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5.27 One respondent suggested that services offering gambling, alcohol, tobacco or weapons 
should be required to have systems in place to exclude children.471  

5.28 Other respondents disagreed with one or more aspects of our proposals in relation to age 
assurance for children’s access assessments.472 

5.29 Some suggested that services might choose to use highly effective age assurance to block 
children altogether rather than creating child safe experiences.473 Integrity Institute argued 
that “age assurance overall provides a poor grounding and foundation for child safety.”474 

5.30 Two respondents expressed concern that children may still be able to access services where 
highly effective age assurance is in place.475 Yoti felt that Ofcom should be clearer about how 
services should quantify ‘normally’ in the context of children ‘not normally’ being able to 
access a service and suggested Ofcom’s guidance should take into account children’s ability 
to circumvent age assurance methods, for example through the use of VPNs.476 Yoti also 
proposed Ofcom carry out periodic independent reviews of the various age assurance 
solutions employed by providers in scope of the regime.477  

Our decision 
5.31 The Act makes clear that a provider is only entitled to conclude that it is not possible for 

children to access a service, or a part of it, if age verification or age estimation is used on the 
service with the result that children are not normally able to access the service or that part 
of it.478 It is not therefore open to us to state that methods other than use of age assurance 
may secure the result that children cannot normally access the service, or to adopt a risk-
based approach, as some stakeholders suggested. 

5.32 Having carefully considered stakeholder responses to the consultation, we have decided to 
confirm the approach we proposed in our May 2024 Consultation, which is that providers 
should only conclude that it is not possible for children to access the service where they are 
using highly effective age assurance to control access to the service. The Children’s Access 
Assessments Guidance should therefore be read in conjunction with the Part 3 HEAA 
Guidance, which we discuss in Section 3 of this statement. 

 

 
471 Carr, J response to our May 2024 Consultation, p.2. 
472 Big Brother Watch response to May 2024 Consultation, pp.2-3; Free Dating Limited response to our May 
2024 Consultation, p.2; Global Network Initiative response to our May 2024 Consultation, pp.4-5; 
Northeastern University London response to our May 2024 Consultation, pp.8-9; Online Dating and Discovery 
Association response to our May 2024 Consultation, pp.2-4; Parenting Focus response to our May 2024 
Consultation, pp.2-5; Elliott, R. response to our May 2024 Consultation, p.2; techUK response to our May 2024 
Consultation, p.2.  
473 Big Brother Watch response to our May 2024 Consultation, p.3; Global Network Initiative response to our 
May 2024 Consultation, p.4; Samaritans response to our May 2024 Consultation, p.4. 
474 Integrity Institute response to our May 2024 Consultation, p.2. 
475 Association of Police and Crime Commissioners response to our May 2024 Consultation, p.3; Health 
Professionals for Safer Screens response to our May 2024 Consultation, pp.2-3.  
476 Yoti response to our May 2024 Consultation, p.5. 
477 Yoti response to our May 2024 Consultation, p.7. 
478 Section 35(2) of the Act. 
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5.33 Having considered responses questioning the appropriateness and feasibility of highly 
effective age assurance, we remain of the view that highly effective age assurance is the 
most appropriate way of ensuring that children are not normally able to access the service, 
pursuant to the requirement of the Act. As we said in our May 2024 Consultation, this 
approach is consistent with Ofcom’s duty to have regard to the need for a higher level of 
protection for children than for adults.479 In addition, as noted in our consultation, our 
approach provides consistency for U2U services across the range of duties they may be 
required to meet.  

5.34 We considered other approaches to age assurance for children’s access assessments, for 
example based on a lower standard of effectiveness, or accepting any form of age assurance 
as being acceptable for this purpose. We took the view that such alternative approaches 
would potentially leave children vulnerable to harm if ineffective age assurance is 
implemented by a provider, with the result that the service provider would wrongly 
conclude it was not in scope of the children’s risk assessment and safety duties and would 
not take appropriate steps to keep children safe from the risk on that service even though 
they would be able to access the service. 

5.35 As discussed in Section 3 of this statement, services that choose to use methods that are not 
listed in the Part 3 HEAA Guidance should therefore consider if they can be implemented in 
a way that meets the criteria for highly effective age assurance and should only adopt them 
if they can implement in a way that does meet the criteria.  

5.36 We do not have discretion to require that particular types of Part 3 service, for example 
those hosting or making available content that offers offering gambling, alcohol, tobacco or 
weapons, should be required to exclude children as one stakeholder suggested. There may 
be other legal requirements outside the scope of the Act which such services would be 
expected to implement so as to prevent children from accessing age-controlled products and 
services. 

5.37 The children’s access assessment duties do not require use of highly effective age assurance 
and nor does our guidance recommend that providers should seek to adopt it rather than 
creating a child-safe experience for children on their service as required by the children’s 
safety duties. We acknowledge that – as noted by some respondents – some providers may 
decide to implement highly effective age assurance rather than creating a child-safe 
experience, particularly services that are not intended to be accessed by children. However, 
this is a commercial decision for those organisations.  

5.38 We acknowledge that highly effective age assurance will not always be effective in 
preventing all children from accessing the service as some children may be able to 
circumvent it. We have addressed circumvention in Section 3 of this statement, in the sub-
section on robustness (from paragraph 3.138). 

 

 
479 As set out in section 3(4A)(b) of the 2003 Act, as inserted by the Act. 
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Stage 2: The child user condition  

Background 
5.39 Where it is possible for children to access a service, or part of the service, the child user 

condition in the Act is met if:  

• “there is a significant number of children who are users of the service or of that 
part of it; or  

• the service, or that part of it, is of a kind likely to attract a significant number of 
users who are children.”480 

5.40 We have interpreted “or” as “and/or”, such that the child user condition is met if one or 
both of the criteria is met. We consider that this is consistent with the intention of the 
Act.481 Services can only conclude that the child user condition is not met if they have 
evidence that demonstrates that neither of the two criteria are met. As we note below and 
in the guidance, it may be easier for some providers to start with the second criterion. We 
received a number of stakeholder comments on the concept of “significant number” in the 
child user condition, including on our proposal not to suggest any numerical threshold over 
which the number or proportion of children would be considered significant. We set out our 
proposals, stakeholder responses and our final position on “significant number”, before 
going on to consider our other proposals in relation to assessing whether the child user 
condition is met.  

Significant number 
Our proposals 
5.41 In our May 2024 Consultation we proposed that what constitutes a “significant number” of 

children for the purposes of a children’s access assessment is likely to depend highly on the 
context, taking into account a number of factors and characteristics.482  

5.42 We said that, given the potential for serious harm, even a relatively small absolute number 
or proportion of children could be significant in terms of the risk of harm to children.483 We 
said that we considered the term should be understood as indicating that the number of 
children on the service is material in the context of the service in question.484 

5.43 We noted that our proposed approach to “significant number” applied to both criteria of the 
child user condition.485  

 

 
480 Section 35(3) of the Act. 
481 It would be a perverse outcome if a service concluded that it was not likely to be accessed by children 
because it had met both criteria, rather than just one. Logically, services of a kind likely to attract children are 
more likely than other kinds of services to have a significant number of child users. 
482 May 2024 Consultation, paragraph 4.22, referring to ‘Likely to be accessed’ by children – FAQs, list of 
factors and case studies. | ICO. 
483 Draft Children’s Access Assessments Guidance, paragraphs 4.7-4.8. 
484 Draft Children’s Access Assessments Guidance, paragraph 4.9. 
485 May 2024 Consultation, paragraph 4.24. 

https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/childrens-information/childrens-code-guidance-and-resources/likely-to-be-accessed-by-children/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/childrens-information/childrens-code-guidance-and-resources/likely-to-be-accessed-by-children/
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5.44 We did not propose any numerical threshold for what constitutes “significant”. We said 
there was currently no robust basis for setting numerical thresholds, and that if we were to 
propose a single numerical threshold, this could lead to services that potentially pose a very 
serious risk of harm to children concluding that they are not in scope of the children’s safety 
duties.486 

5.45 We explained that we thought our proposed approach to “significant number of children” 
was compatible with the ICO’s guidance on its Children’s code.487 

Stakeholder responses 
5.46 A range of respondents expressed broad support for our proposed approach to “significant 

number of children”.488 

5.47 Big Brother Watch considered our proposed approach to go against the “ordinary meaning” 
of the term “significant”.489 Google argued our suggestion that most Part 3 services would 
be in scope490 did not “reflect the statutory definition in section 35(4)(a) of the Act, which 
states that “significant” means “significant in proportion to the total number of United 
Kingdom users of a service”, and would have a disproportionate impact on many services. 
Google suggested we remove suggestions in the draft guidance that a relatively small 
absolute number or proportion might be “significant”, and instead explicitly recognise that 
services should make their own determinations on what is significant based on relevant 
considerations, “including the number of impacted child users”.491 Another respondent said 
that under our proposed approach any number of children could potentially be considered 
significant.492 

5.48 Two respondents suggested that our proposed approach would bring too many services in 
scope of the children’s risk assessment duties and children’s safety duties. The Advertising 
Association said that our proposed approach would “increase the likelihood of many more 
services being classified as “likely to be accessed by children”, even if children are not their 
primary audience”, while Google argued our approach would impose “a disproportionate 
burden to many services”.493 

 

 
486 May 2024 Consultation, paragraphs 4.25-4.27. 
487 May 2024 Consultation, paragraph 4.27. 
488 Association of Police and Crime Commissioners response to our May 2024 Consultation, p.4; Canadian 
Centre for Child Protection response to our May 2024 Consultation, p.2; CELSIS response to our May 2024 
Consultation, p.2; Children’s Commissioner for England response to May 2024 Consultation, p.4; Microsoft 
response to our May 2024 Consultation, p.2; Nexus response to our May 2024 Consultation, pp.2-3; Northern 
Ireland Commissioner for Children and Young People (NICCY) response to our May 2024 Consultation, p.21; 
NSPCC response to our May 2024 Consultation, p.3; Welsh Government response to our May 2024 
Consultation, p.2. 
489 Big Brother Watch response to our May 2024 Consultation, p.4. 
490 May 2024 Consultation paragraph 4.44. 
491 Google response to our May 2024 Consultation, p.7. 
492 [] 
493 Advertising Association response to our May 2024 Consultation, p.3; Google response to our May 2024 
Consultation, p.7. 
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5.49 A range of respondents suggested that we could provide further clarity on what was meant 
by a significant number of children.494  

5.50 Three respondents proposed that the determination of whether the number of child users 
on a particular service is significant should be informed by likelihood of harm to children on 
that service.495 However, the Scottish Government found our interpretation of significant 
number of children unclear, as they interpreted the child user condition as requiring an “in-
context numerical assessment, as opposed to any weighing up of risks of potential harm 
(which follows once the user condition is met)”.496 

5.51 Bandio expressed support for our proposals, but said it would be helpful to provide “case 
study examples on both ends of the spectrum: where objectively a low number of users are 
children, but the context risks are high enough for Ofcom to consider the number 
‘significant’; and the reverse, i.e. a larger number of children but representing very low 
context risk and the conditions under which Ofcom would not consider this to be 
significant.”497 Bandio also suggested we provide “examples of context risks that Ofcom 
would consider so high as to result in any number of child users to be significant”.498 

5.52 Several respondents suggested that Ofcom should align more clearly with the ICO’s 
approach to significant number.499 

5.53 X said it was important for services to understand how Ofcom interprets a “user”, including 
for the purpose of determining a significant number of children.500 Ukie argued that 
calculation of user numbers should be carried out differently for gaming compared to social 
media due to the differences in user behaviour.501 

5.54 Some respondents commented on our proposal not to specify numerical thresholds for 
significant number. Derbyshire Police and an individual respondent suggested a two-criteria 
approach, whereby a number is considered significant if it meets either of two thresholds, 
one expressed as an absolute number and one as a percentage.502 Two respondents 
suggested that any number greater than zero could be considered a significant number of 

 

 
494 Association of Police and Crime Commissioners response to our May 2024 Consultation, p.4. Institution of 
Engineering and Technology response to our May 2024 Consultation, p.3;The LEGO Group response to our 
May 2024 Consultation, p.1; Mid Size Platform Group response to our May 2024 Consultation, p.4; Online 
Dating and Discovery Association response our May 2024 Consultation, p.4; Pinterest response to our May 
2024 Consultation, p.6; Scottish Government response to our May 2024 Consultation, p.2; techUK response to 
our May 2024 Consultation, p.2. 
495 []; the Global Network Initiative response to our May 2024 Consultation, p.4; Wikimedia Foundation 
response to our May 2024 Consultation, pp.4-5. 
496 Scottish Government response to our May 2024 Consultation, p.2. 
497 Bandio response to our May 2024 Consultation, p.3. 
498 Bandio response to our May 2024 Consultation, p.3. 
499 Google response to our May 2024 Consultation, p.7; Online Travel UK response to our May 2024 
Consultation, p.5; Yoti response to our May 2024 Consultation, p.4. 
500 X response to our May 2024 Consultation, pp.1-2. 
501 Ukie response to our May 2024 Consultation, p.7. 
502 Derbyshire OPCC response to our May 2024 Consultation, p.3; Dean, J response to our May 2024 
Consultation, p.3. 
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children.503 9000 lives suggested that leaving uncertainty about what constitutes a 
significant number of children leaves flexibility for services that may put children at undue 
risk.504 However, Microsoft agreed with our approach, noting that numerical thresholds 
“may not reflect the context of a unique service”.505 

Our decisions 
5.55 Having carefully considered stakeholder responses to our May 2024 Consultation, we remain 

of the view that what constitutes a significant number of children for the purposes of a 
children’s access assessment is likely to be highly dependent on the nature and context of 
each service.  

5.56 The Act says that “a “significant” number includes a reference to a number which is 
significant in proportion to the total number of United Kingdom users of a service”.506 In 
response to Google’s comment that significant should be understood as being in proportion 
to the total number of users, we interpret the Act as meaning that ‘significant’ could refer to 
either an absolute number or a proportion of the UK user base.  

5.57 We disagree with stakeholders that our approach is inconsistent with the ordinary meaning 
of “significant”. Given the clear intent of the Act to ensure that regulated services are 
designed and operated in a way that secures a higher standard of protection for children 
than for adults, we remain of the view that it could not be the intention of Parliament that 
the concept of a “significant number of children” within the meaning of the Act should 
require the number in question to be a large or substantial number, either in absolute terms 
or as a proportion of child users compared to the overall UK user base. Instead, we remain 
of the view that this term should be interpreted to mean a material number of children, 
when considering the nature and context of the service.  

5.58 Our approach takes into account that even a relatively small absolute number or proportion 
of children could be significant in terms of the harm that may be experienced by children on 
services. We do not agree with respondents who argued that our interpretation will lead to 
services inappropriately being in scope of the children’s safety duties. Services that conclude 
that they have a significant number of children (or are of a kind likely to attract a significant 
number of children) may still conclude that they are low risk to children when they 
undertake their children’s risk assessment, limiting the range of measures that they need to 
have in place to address those risks. We therefore agree with the Scottish Government that 
consideration of the risk of potential harm to children should take place after a service 
provider has determined that a service is likely to be accessed by children – this is the role of 
children’s risk assessments.  

5.59 In response to stakeholders who asked for further clarity on what was meant by a significant 
number of children, we have set out above that the meaning of significant will depend on 
the nature and context of a service, and we have provided guidance to this end for services 
to consider with regards to their service or part of their service. As we noted in our May 

 

 
503 Association of Police and Crime Commissioners response to our May 2024 Consultation, p.4; Health 
Professionals for Safer Screens response to our May 2024 Consultation, p.2. 
504 9000 Lives response to our May 2024 Consultation, p.1. 
505 Microsoft response to our May 2024 Consultation, p.2. 
506 Section 35(4)(a) of the Act. 
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2024 Consultation, our guidance on significant number of children applies to both criteria of 
the child user condition. 

5.60 Our approach offers service providers the flexibility to consider a variety of factors (as 
discussed further below) that may suggest that the child user condition is met. We consider 
that this approach strikes the right balance, providing some clarification as to the kinds of 
factors we expect service providers to have regard to in carrying out children’s access 
assessments, while not being overly prescriptive. We have included some illustrative case 
studies in the Children’s Access Assessments Guidance to assist service providers in 
considering what factors may be relevant for them. We have not included any additional 
case studies (as requested by stakeholders) as we think they already cover a reasonable 
range of different factors. However, in response to stakeholder feedback we have 
incorporated in the case studies some additional factors and considerations which should 
support service providers in assessing what factors may be relevant in the context of their 
service.  

5.61 We do not suggest that providers should take any particular steps to gather evidence on 
how users (including children) react to content or the design features of a service. As part of 
their holistic assessment of the service, providers can consider any data on the number of 
users if available (and reliable), but we do not recommend collecting any specific or new 
information. Where services already collect user data, they must ensure they process any 
personal data in a manner compliant with data protection and privacy laws. The relationship 
between children’s access assessments and data protection and privacy law is set out within 
our impact assessment at Annex 2.  

5.62 In response to stakeholders who commented that our approach to “significant number” was 
inconsistent with that of the ICO, we remain of the view set out in our May 2024 
Consultation that our approach is compatible with the ICO’s guidance on its Children’s code 
which, similarly, does not offer a numerical threshold for “significant” in assessing whether a 
service is “likely to be accessed by children”, and also encourages providers to consider a 
range of relevant factors in their assessments.  

5.63 In response to comments about the definition of a user and calculation of user numbers, we 
note that the term “user” is defined in the Act.507 It does not matter whether a user is 
registered to use a service.508 For U2U services, it is not necessary for users to post or upload 
content – merely viewing (or otherwise encountering) U2U content on a service counts as 
actively using that service.509  

5.64 As proposed in our May 2024 Consultation, our Children’s Access Assessments Guidance 
does not suggest any numerical threshold for what a “significant number of children” may 
be.  

5.65 The Act does not make provision for us to set any legally binding numerical thresholds in the 
context of the child user condition. We considered whether suggesting an indicative 
threshold would assist services in complying with their duties in relation to children’s access 

 

 
507 Section 227 of the Act. 
508 Section 227(2) of the Act. 
509 Section 3(2)(a) of the Act. 
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assessments. In practice, however, a large number and variety of services are in scope of 
Part 3, and we lack robust evidence (particularly about smaller services) that could give us 
the basis to specify any value. We note that consultation respondents did not suggest the 
level of UK child users at which a threshold could be set, or suggest any data sources or 
methodologies that could be used as a potential basis for such a threshold. 

5.66 In the absence of robust evidence or data sources, there is a risk that any value we include 
could create a material risk of unintended consequences affecting a large number of services 
and users. Setting a threshold too high could lead to many services that potentially pose a 
serious risk of harm to a relatively small number of children concluding wrongly that they 
are not in scope of the children’s safety duties. Setting the threshold too low could mean 
that many services that do not attract material numbers of children in the UK and pose a 
negligible risk of harm to children are brought into scope of the children’s safety duties in a 
way which could be disproportionate.  

5.67 The benefit of providing thresholds would also be limited for providers that lack precise and 
robust data on the age of users to determine whether they are above or below any 
numerical threshold. As we implement the regime, we will continue to build our evidence 
base and will consider if it becomes possible and appropriate to provide further guidance on 
indicative thresholds. 

5.68 We do not agree with stakeholders’ suggestions that we should define a “significant number 
of children” as any number greater than zero. The purpose of children’s access assessments 
is to identify services likely to be accessed by children, rather than any service that could be 
used by a single child.  

Assessing whether the child user condition is met 
Our proposals 
5.69 In our May 2024 Consultation we said that it should be straightforward for a provider to 

determine whether a service is likely to meet the child user condition. In our draft guidance, 
we proposed a relatively broad list of factors that could mean a service meets one or both 
criteria of the child user condition,510 based on our evidence of children’s online habits.511 
We noted that all the factors were relevant for the second criterion of the child user 
condition and that some of them might also be relevant for the first.512  

5.70 We recommended that services take a holistic approach to considering whether the child 
user condition is met. This is because we recognised that it may be challenging for most 
service providers that are not using highly effective age assurance to accurately determine if 
their users are adults or children for the purposes of carrying out a quantitative assessment 
(as indicated by the first criterion of the test).513 We noted that focusing on the second 
criterion first may for many services be the more expedient approach to the assessment.514 

 

 
510 Draft Children’s Access Assessments Guidance, p.19 Table 7. 
511 May 2024 Consultation, Section 5.  
512 May 2024 Consultation, paragraph 4.33. 
513 May 2024 Consultation, paragraph 4.38. 
514 May 2024 Consultation, paragraph 4.39. 
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5.71 We said that there were some types of evidence that were not sufficiently accurate or 
reliable for confirming that a user is not a child, or might not accurately capture the number 
of users on a service who are children.515 

5.72 We said we thought that, based on the available evidence, the child user condition is likely 
to be met for most Part 3 services that can be accessed by children.516  

Stakeholder responses 
Approach 
5.73 The Association of Police and Crime Commissioners expressed support for our suggestion 

that in most cases it will be appropriate for services to consider whether their service of a 
kind likely to attract children first when reviewing whether the child user condition is met.517  

5.74 One respondent argued that age assurance should not be the only way that providers can 
conclude that it is not possible for children to access their service.518 Two respondents called 
for further guidance on how services can demonstrate that they do not have a significant 
number of child users.519 Online Travel UK said that the Children’s Access Assessments 
Guidance should explicitly recognise that low-risk services which do not deploy highly 
effective age assurance can still conclude the child user condition is not met.520 
Northeastern University London suggested that Ofcom could revise the process “such that 
services which are certain they do not appeal to children could forgo age assurance”.521 
Skyscanner suggested that Ofcom provide additional ways for services not using highly 
effective age assurance to evidence that children are not likely to access their services.522 

5.75 Several respondents suggest that more should be done to make it clear that children access 
services that are not specifically aimed at them.523 NSPCC suggested we should make it 
clearer that children engage with content due to interest and enjoyment, but also due to 
peer pressure and curiosity, including content that may be harmful.524 Online Travel UK said 
that “whether or not a service expressly bans under 18s in its terms and conditions should 
not be determinative of whether that service is considered to be accessed by a significant 
number of child users”.525 

5.76 Mega argued that our proposed approach is not practical for “utility services” that are end-
to-end encrypted. They said that in their view “if a service is not designed/intended to 

 

 
515 May 2024 Consultation, paragraphs 4.41-4.42. 
516 May 2024 Consultation, paragraph 4.44. 
517 Association of Police and Crime Commissioners response to our May 2024 Consultation, p.4. 
518 Mid Size Platform Group response to our May 2024 Consultation, pp.2-3. 
519 []; Wikimedia Foundation response to our May 2024 Consultation, p.5. 
520 Online Travel UK response to our May 2024 Consultation, p.4. 
521 Northeastern University London response to our May 2024 Consultation, p.8. 
522 Skyscanner response to our May 2024 Consultation, p.2. 
523 Association of Police & Crime Commissioners response to our May 2024 Consultation, p.4; Barnardo’s 
response to our May 2024 Consultation, p.4; Children’s Commissioner for England response to our May 2024 
Consultation, pp.4-5; Commissioner Designate for Victims of Crime Northern Ireland response to our May 2024 
Consultation, p.3; Parenting Focus response to May 2024 Consultation, p.3. 
524 NSPCC response to our May 2024 Consultation, p.4. 
525 Online Travel UK response to our May 2024 Consultation, p.4. 
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appeal to children, does not target children, and has no reason to believe it has any 
significant number of children access its site(s), that should be sufficient to dispose of the 
child user condition.”526 

Factors 
5.77 Some respondents expressed support for the indicative list of factors in our draft guidance 

that we suggested services consider when assessing whether the child user condition is 
met.527 The ICO said that the factors listed in the draft guidance are broadly the same as 
those outlined their guidance on the ICO’s Children’s code and suggested that this should 
help services to be efficient when completing the assessments across both of our regimes.528 
5Rights welcomed the alignment of our proposed approach with that of the ICO.529Some 
respondents suggested additional factors to be considered when assessing if the child user 
condition is met, or suggested ways that the guidance on factors could be clarified.530 Yoti 
suggested we include examples of advertising that are appealing to children, including VPN 
advertising.531 Parenting Focus suggested that when considering a service’s design, we 
should include visual elements, gamification, interactive features and overall user 
experience.532 Barnardo’s suggested that we should change our case studies “to be clear 
that services should not just focus on the content and target audience of their service when 
assessing if a child is likely to access it, and instead include a focus on functionalities, as is set 
out in the guidance.”533 

5.78 The Advertising Association said that “the inclusion of factors related to advertising and 
commercial strategies in determining whether a service is likely to be accessed by children 
could have implications for advertising-supported services and business models”, and 
expressed concerns that, if a service is deemed likely to be accessed by children, “advertisers 
and agencies may need to adjust their advertising practices to comply with stricter 
regulations around advertising to children”.534 

5.79 Smartphone Free Childhood requested examples of services where children form part of a 
service’s commercial strategy.535  

5.80 Some respondents suggested that the list of factors that we suggested services consider 
when assessing whether the child user condition was met was too broad and/or 

 

 
526 Mega Limited response to our May 2024 Consultation, pp.4-5. 
527 Age Check Certification Scheme response to our May 2024 Consultation, p.13; CELCIS response to our May 
2024 Consultation, p.2; Derbyshire OPCC response to our May 2024 Consultation, p.3; Scottish Government 
response to our May 2024 Consultation, p.3. 
528 ICO, 2024, The Information Commissioner’s response to Ofcom’s consultation on protecting children from 
harms online, p.18. [accessed 9 January 2025]  
529 5Rights Foundation response to May 2024 Consultation, p.4. 
530 Association of Police and Crime Commissioners response to our May 2024 Consultation, p.4; Barnardo’s 
response to our May 2024 Consultation, p.5; NSPCC response our May 2024 Consultation, p.4. 
531 Yoti response to our May 2024 Consultation, p.9. 
532 Parenting Focus response to our May 2024 Consultation, p.3. 
533 Barnardo’s response to our May 2024 Consultation, p.5. 
534 Advertising Association response to our May 2024 Consultation, pp.3-4. 
535Smartphone Free Childhood response to our May 2024 Consultation, p.2. 
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subjective.536 In contrast, the National Crime Agency (NCA) argued that we should consider 
taking a broader approach, adopting the presumption that “all four factors are in place and 
the company has to justify why it is not the case”.537 

5.81 Inkbunny and Mid Size Platform Group raised the concern that services that do not uniquely 
appeal to children may be assumed to cater for children based on how their branding or the 
design of the service is perceived.538  

Evidence 
5.82 Dr Karen Middleton, University of Portsmouth and Conscious Advertising Network 

highlighted the need to consider children accessing services via apps connected to a 
household television when considering if a service has a significant number of child users.539 

5.83 Yoti welcomed our statement that certain types of evidence are not reliable for confirming 
that a user is not a child,540 but suggested the Children’s Access Assessments Guidance also 
make clear that the only data on user age that providers should rely on for children’s access 
assessments is data collected through methods listed as capable of being highly effective in 
the Part 3 HEAA Guidance.541 Yoti suggested that we should specify that evidence can only 
be considered acceptable where it is “independent”, “reputable”, and from an “external 
third party source.”542  

5.84 The Christian Institute noted that third sector research could play a significant role in 
determining the types of sites that are commonly accessed by children.543 

Our decisions 
Approach 
5.85 Having carefully considered stakeholder responses to our proposals, we have decided to 

adopt the approach that we proposed in our May 2024 Consultation and the draft Children’s 
Access Assessments Guidance.  

5.86 Our Children’s Access Assessments Guidance includes a broad list of factors that could mean 
a service meets one or both criteria of the child user condition. The intention behind the list 
of factors is to help providers make an informed decision by suggesting sources of evidence 
they could consider in the context of a service. It is intended to be non-exhaustive and 
services should not take the list of factors and examples as a tick-box exercise, whereby the 
child user condition is or is not met based on the number of examples of content that are 
present, or factors satisfied. We intentionally selected a broad range of factors because our 

 

 
536 Mid Size Platform Group response to our May 2024 Consultation, p.4; xHamster response to our May 2024 
Consultation, p.6; Yoti response to May 2024 Consultation, p.4. 
537 National Crime Agency (NCA) response to our May 2024 Consultation, p.2. 
538 Inkbunny response to our May 2024 Consultation, p.2; Mid Size Platform Group response to our May 2024 
Consultation, p.4. 
539 Dr Karen Middleton, University of Portsmouth and Conscious Advertising Network response to our May 
2024 Consultation, p.2. 
540 May 2024 Consultation, paragraph 4.41. 
541 Yoti response to our May 2024 Consultation, p.7. 
542 Yoti response to our May 2024 Consultation, p.6. 
543 Christian Institute response to our May 2024 Consultation, p.2. 
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evidence suggests that children are attracted by a broad range of online services offering 
different types of content and features. This list draws on our evidence of children’s online 
habits, which we have updated and reproduced at Annex 3 of this statement.544  

5.87 Given the breadth of children’s online experiences and the range of types of services 
regulated under Part 3, it would not be feasible for Ofcom to identify a comprehensive list of 
all relevant factors in the guidance. There may be other sources of evidence that may also 
help a provider build an understanding of whether their service is likely to be accessed by 
children. We would not want services that are of a kind likely to attract children to rule 
themselves out of scope of the children’s safety duties because they do not consider that 
the factors we have listed apply to them.  

5.88 As noted in our May 2024 Consultation, we considered an alternative approach of setting 
out a narrower, more definitive list of criteria. We remain of the view that it would not be 
sufficiently flexible to apply to the wide range of services in scope of the Act, increasing the 
likelihood that potentially risky services would rule themselves out of scope of the children’s 
risk assessment and children’s safety duties. 

5.89 Our approach is similar to that adopted by other agencies. The ICO’s guidance on its 
Children’s code includes a list of examples of factors for providers to consider, which 
includes “the types of content, design features and activities which are appealing to 
children”. In addition to the ICO’s guidance, the Irish Commissioner’s Fundamentals for a 
Child-Oriented approach to Data-Processing, California Age-Appropriate Design Code Act 
and Dutch Code for Children’s Rights also include some references to content types.545 

5.90 It is up to service providers to review our guidance and complete a suitable and sufficient 
assessment. As our Children’s Access Assessments Guidance states, services should consider 
both criteria of the child user condition and take a holistic view, based on the available 
evidence, on whether their service is of a kind that is likely to attract children. This does not 
necessarily require a quantitative assessment based on evidence about user numbers.  

5.91 We do not consider that any single factor in the list would always necessarily indicate that a 
service is of a kind likely to attract a significant number of children. If a service allows a wide 
range of types of content, this logically means that the service is more likely to have some 
type of content that appeals to children. If a service only has a narrow range of content, the 
service provider should then consider, based on the evidence, whether this content is likely 
to appeal to children. In response to comments from stakeholders who mentioned content 
types or functionalities not aimed at children, we reiterate that children may be interested 
in services not aimed primarily (or indeed at all) at them; for example, evidence suggests 
that children are attracted to dating and pornography services (see paragraph A3.7). 

5.92 To stakeholders who requested further clarity on how services can demonstrate that the 
child user condition is not met, including where they are not using highly effective age 

 

 
544 May 2024 Consultation, Section 5.  
545 Irish Commissioner, 2021. Fundamentals for a Child-Oriented approach to Data-Processing. [accessed 22 
April 2024] California Legislature, 2022. The California Age-Appropriate Design Code Act. [accessed 22 April 
2024], Ministry of the Interior and Kingdom Relation, 2021. The Dutch Code for Children’s Rights. [accessed 22 
April 2024]. 
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assurance, we think that our approach set out in the Children’s Access Assessments 
Guidance is sufficiently clear. We are not expanding our Children’s Access Assessments 
Guidance to include more detail on how to demonstrate that a service does not have a 
significant number of child users. The case studies in the guidance include examples of 
services concluding the child user condition is not met. We have explained that some types 
of information are not appropriate for establishing the number of users on a service that are 
children.546 We anticipate that most Part 3 services that are not using highly effective age 
assurance are likely to be accessed by children within the meaning of the Act.  

Factors 
5.93 Having carefully considered stakeholder comments, we have adopted the approach we 

proposed at consultation. We have set out in the Children’s Access Assessments Guidance a 
list of factors that services should take into account when carrying out their assessment of 
whether the child user condition is met, in line with the four categories we proposed: 

• whether the service provides benefits for children; 
• whether the content on a service appeals to children; 
• whether the design of the service appeals to children; and 
• whether children form part of a service’s commercial strategy.  

5.94 We set out the evidence we drew on in formulating the list of factors in Annex 3 to this 
statement.  

5.95 As noted above, all the factors are relevant for consideration of the second criterion of the 
child user condition (whether the service is “of a kind likely to attract a significant number of 
children”), and some may also be relevant for consideration of the first (whether a service 
has a “significant number of children”). For example, as we explain in the Children’s Access 
Assessments Guidance, if children form part of a service’s commercial strategy (that is, its 
revenue streams are linked to attracting children onto a service) it is reasonable to assume 
that the service has a significant number of children.547  

5.96 The ICO provides guidance and resources on its website for its Children’s Code, including a 
list of frequently asked questions, a table setting out examples of factors for services to 
consider, and a number of case studies providing hypothetical examples of services “not 
aimed at children assessing whether children access their service in reality.” They suggest 
that content likely to attract children could include, for example, “cartoons, animation, 
music or audio content, incentives for children’s participation, digital functionalities such as 
gamification, presence of children, influencers or celebrities popular with children”,548 
overlapping with some of the types we have suggested in our Children’s Access Assessments 
Guidance. In response to our consultation, the ICO commented that the factors in its own 
non-exhaustive list of factors that could help information society services to decide whether 
their services are likely to be accessed by children for the purposes of the ICO’s Children’s 
code are “broadly the same as those outlined by Ofcom”, and agreed with our suggestion 
that providers may be able to consider evidence that they might already have gathered for 

 

 
546 Children’s Access Assessments Guidance, paragraph 4.11. 
547 Children’s Access Assessments Guidance, paragraphs 4.32-4.37. 
548 ICO, ‘Likely to be accessed’ by children – FAQs, list of factors and case studies.   
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the purposes of assessing themselves against the ICO’s Children’s code or other guidance, 
which should help services to be efficient when completing their assessments.549 

5.97 With regards to the Advertising Association’s concern about our inclusion of advertising and 
commercial strategy as a factor in determining whether a service is likely to be accessed by 
children, we understand that the UK Code of Non-broadcast Advertising and Direct & 
Promotional Marketing (CAP Code) sets rules for advertisers on the targeting of online 
advertising to children. The CAP regime, which is applied by the Advertising Standards 
Authority, stands separately from the Act and advertising will continue to be regulated 
primarily through it.  

5.98 We have provided case studies at Annex 2 of the Children’s Access Assessments Guidance to 
support services in understanding how the guidance might be applied in practice. These are 
illustrative examples that are intended to show how service providers might take into 
account the factors we have suggested may be relevant. 

Evidence 
5.99 Where service providers carry out a quantitative assessment against the first criterion of the 

child user condition (where the service has a significant number of users who are children), 
they should consider evidence from a range of sources, which could include internal sources 
(complaints and reporting) and independent research (e.g., market research and 
quantitative evidence from third parties that track child media consumption), and third 
sector research as suggested by the Christian Institute.550 The Children’s Access Assessments 
Guidance provides further detail on the types on internal and external sources that may be 
useful.551 As the Advertising Association noted, some providers may be able to draw on 
advertising data. In response to Yoti’s comments, evidence does not necessarily need to be 
independent – we include in the guidance the example of complaints and reporting data.552 
We do not think it is appropriate to include the word reputable, as what constitutes a 
“reputable” source would be highly subjective.  

5.100 As set out in the Children’s Access Assessments Guidance, there are some types of evidence 
that we do not think are sufficiently accurate or reliable for confirming that a user is not a 
child, and others may not accurately capture all users on a service and, by extension, the 
number of users who are children.553 Noting one respondent’s comment that children may 
access apps via TV, providers should consider the different ways that children might access 
their service to ensure their assessment is accurate. 

5.101 In all cases, where service providers conclude that the child user condition is not met, they 
should be prepared to demonstrate this with a detailed evidence-based assessment to show 
that they have carried out a suitable and sufficient assessment. 

 

 
549 ICO response to our May 2024 Consultation, p.18. 
550 Christian Institute response to our May 2024 Consultation, p.2 
551 Children’s Access Assessments Guidance, Section 4. 
552 Children’s Access Assessments Guidance, paragraph 4.40. 
553 Children’s Access Assessments Guidance, paragraphs 4.11-4.12. 
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Changes to the guidance 
5.102 Further to consideration of responses to consultation, we have made the following minor 

changes to the Children’s Access Assessments Guidance to address stakeholder comments: 

• Clarifying that “user” is defined in the Act (paragraph 2.10). 
• Drafting changes to paragraphs 3.4, 3.9, 4.11 and 5.21, made for consistency with 

our Part 3 HEAA Guidance. 
• Clarifying that if a service allows a wide range of types of content this logically 

means that the service is more likely to have some type of content that appeals to 
children (paragraph 4.17).  

• Elaborating on how service providers may consider commercial strategy 
(paragraph 4.34-4.39).  

• Noting that some providers may be able to draw on advertising data (paragraph 
[4.37).  

• Editing the case studies in Annex 2 to make it clearer how service providers could 
consider commercial strategy. 

• Editing the ‘large dating service’ case study in Annex 2 to make it clear that service 
providers should consider whether the service includes functionalities that are 
attractive to children.  

Record-keeping duties  

Our proposals  
5.103 In our May 2024 Consultation, in line with the duty in the Act, we proposed that providers 

must keep a written record of their children’s access assessment outcome in a format that is 
easily understandable.554 We provided a template in Annex 1 of the draft guidance to 
support providers in meeting their record-keeping duties. Service providers may decide to 
record the outcome in a different format, as long as a written record is kept in a format that 
is easily understandable.  

5.104 We explained that where providers conclude that the child user condition is not met, they 
should be prepared to demonstrate this with a detailed evidence-based assessment to show 
that they have carried out a suitable and sufficient assessment. We said this would need to 
record the methodology they used and the evidence that they have relied on.  

Summary of responses  
5.105 Yoti proposed that services should be required to publish the outcome of their children’s 

access assessment on their websites.555 Yoti also considered that record-keeping should be 
expanded beyond services who consider that the child user condition is not met and should 
require that all services record whether they conclude that children are normally able to 

 

 
554 Section 36(7) of the Act.  
555 Yoti response to our May 2024 Consultation, p.7. 
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access their service in full or in part, supported by a written record of their evidence base 
and methodology.556  

5.106 Google supported our proposals that services need not gather evidence and keep a detailed 
record of evidence relied upon to support their conclusion where the child user condition is 
met. Google also supported that the use of our suggested template for record-keeping was 
optional.557  

5.107 Health Professionals for Safer Screens were concerned that recording the outcome of a 
children’s access assessment fell to services themselves and that where services conclude 
that they meet the child user condition, they do not need to record detailed evidence of 
how they reached this conclusion.558  

5.108 Microsoft considered our approach to record-keeping for the children’s access assessment 
may place an overemphasis on process and documentation, rather than a focus on 
identifying existing and new harms, or innovating in safety. They considered that an over-
emphasis on formal record-keeping may run counter to a proportionate regulatory regime 
and that the approach to record-keeping should therefore be flexible.559 

Our decision  
5.109 Having carefully considered stakeholder responses to consultation, we have not made any 

changes in our approach to the record-keeping duties for children’s access assessments. 
There is no duty in the Act for services to make children’s access assessments publicly 
available, therefore there is no basis for Ofcom to recommend this in the guidance.  

5.110 The Act requires that services make and keep a written record of every children’s access 
assessment that they carry out. We have exercised our discretion to recommend that where 
providers conclude that they meet the child user condition (for either or both criteria), they 
do not need to record the evidence that supports this conclusion. We consider this approach 
to be proportionate as it allows services in scope of the child safety duties to then go on to 
carry out their children’s risk assessments, where the Act sets out numerous criteria that 
must be taken into account. We will therefore be proceeding with our proposed approach to 
record-keeping for services that meet the child user condition.  

Carrying out a new children’s access assessment 

Our proposals  
5.111 Providers of services not treated as likely to be accessed by children must carry out 

children’s access assessments of the service not more than one year apart.560 As well as 
services that have concluded they are not likely to be accessed by children, this includes: 

 

 
556 Yoti response to our May 2024 Consultation, p.7. 
557 Google response to our May 2024 Consultation, p.7. 
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• Services that fail to carry out the first children’s access assessment. 
• Services that Ofcom has determined should be treated as likely to be accessed by 

children following an investigation into a failure to comply with any of the 
children’s access assessment duties.  

5.112 These two additional scenarios are discussed at paragraphs 2.35-2.37 of the Children’s 
Access Assessments Guidance.  

5.113 Providers who have concluded that a service is not likely to be accessed by children are also 
required to carry out a new assessment under the following specific circumstances that are 
set out in the Act: 

• Before making any significant change to any aspect of the service’s design or 
operation to which such an assessment is relevant. 

• In response to evidence about reduced effectiveness of age assurance. 
• In response to evidence about a significant increase in the number of children 

using the service.561 

5.114 Section 5 of the draft Children’s Access Assessment Guidance provided an explanation of 
each of these circumstances to assist providers assist providers in complying with the 
requirement to carry out a new children’s access assessment in certain circumstances.  

Summary of responses  
5.115 The Welsh Government agreed that services should carry out a new assessment in response 

to evidence about a significant increase in the number of children using the service.562 

5.116 Several respondents welcomed the provision that evidence of the reduced effectiveness of 
age assurance measures should result in services needing to carry out a children’s access 
assessment.563 The Centre for Excellence for Children’s Care and Protection (CELCIS) 
emphasised the importance of a proactive cycle of regular review and suggested there could 
be a greater role for Ofcom in providing scrutiny.564 Yoti suggested that Ofcom should 
support providers by periodically reviewing age assurance solutions used by providers, 
conduct horizon scanning, testing, and publish the results of this work as well as updating its 
guidance on age assurance accordingly.565  

5.117 Barnardo’s argued that a significant external event, such as the Covid-19 pandemic, should 
be included as a condition for carrying out a new children’s access assessment, because of 
the impact this could have on children’s online behaviour.566  

5.118 For the examples given of circumstances that amount to a significant change to a service, 
Meta encouraged the examples listed to be suggested examples of circumstances which may 
lead to consideration or scoping on whether a new assessment is needed, rather than 

 

 
561 Section 36(4) of the Act. 
562 Welsh Government response to our May 2024 Consultation, p.2.  
563 Center for Countering Digital Hate (CCDH) response to our May 2024 Consultation, p.3; Yoti response to our 
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prescriptive criteria that triggers a new assessment.567 They argue that determining whether 
a change is significant is highly context dependent and should depend on the potential 
impact of that proposed change, on the risk to users, and a child’s ability to access the 
service.  

5.119 Yoti called for more clarity on what amounts to a significant increase in the number of 
children using the service.568  

Our decision 
5.120 Having carefully considered stakeholder responses to consultation, we have not made any 

changes to this section of the Children’s Access Assessments Guidance. 

5.121 The circumstances that trigger a new assessment are set out in the Act and are not within 
Ofcom’s discretion.569 A significant external event, such as the one flagged by Barnardo’s, 
might result in an increase in the number of children using a service, which would then 
mean that the service provider needs to carry out a new assessment.  

5.122 Our Children’s Access Assessments Guidance is clear that the examples of significant 
changes to a service that we provide are indicative rather than prescriptive to allow for 
flexibility and it is for services to assess and determine what circumstances may be relevant. 
The examples we have provided in the Guidance reflect changes that may result in children 
accessing a service which they did not previously, or a service becoming more likely to 
attract children.  

5.123 Service providers will need to exercise their own judgement about what a significant 
increase is in the context of their own service. A significant increase for one service, may not 
be significant for another and it is up to providers to determine whether there is a significant 
increase.  

Next steps 
5.124 All providers of Part 3 services must carry out children’s access assessments by 16 April 2025 

as set out in our Children’s Access Assessments Guidance.  

5.125 Where Part 3 service providers are already using age assurance, they should also refer to the 
Part 3 HEAA Guidance to understand whether it is highly effective.  
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A1. Legal framework: duties of 
providers and Ofcom in 
relation to the protection of 
children 

This annex sets out the duties relating to the protection of children which are relevant to the 
Children’s Access Assessments Guidance, Part 5 Guidance and Part 3 HEAA Guidance, 
published alongside this statement. As part of this annex, we also cover legal aspects 
relevant to human rights.  

However, this annex does not cover other duties set out in the Online Safety Act 2023 (“the 
Act”)570, except where relevant to age assurance and children’s access assessment legal 
framework. The legal frameworks for equality and Welsh language are set out within our 
impact assessment at Annex 2.  

We have not referred to aspects of the legal and regulatory framework which relate to illegal 
content, which were covered in Annex 2 to our December 2024 Statement, which was 
published on 16 December 2024.571  

Part 5 of the Act 

Providers within scope of Part 5 of the Act 
A1.1 Part 5 of the Act imposes specific duties on service providers that display or publish 

pornographic content on their online services. The duties in Part 5 of the Act apply to 
providers of online services containing pornographic content which:  

• meets the definition of “provider pornographic content” in section 79(2) of the 
Act; and  

• is not a category of pornographic content explicitly carved out from that 
definition; or 

• is not otherwise exempted or excluded.  

A1.2 The relevant definition in section 79(2) applies where pornographic content is published or 
displayed on an online service by the provider of the service, or by a person acting on behalf 
of the provider.  

A1.3 The Act provides examples of when pornographic content will be treated as published or 
displayed by the provider of a service. These include where the content is: 

 

 
570 Online Safety Act 2023. 
571 Ofcom, 2024. Protecting people from illegal harms online, see Annex 2. 
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• published or displayed on the service by means of a software or an automated 
tool or algorithm applied, or made available, by the provider or a person acting on 
behalf of the provider; 

• generated on the service by means of an automated tool or algorithm in response 
to a prompt by a user and is only visible or audible to that user (no matter for how 
short a time) (i.e. Gen AI); 

• only visible or audible to users as a result of interacting with content that is 
blurred, distorted or obscured (for example, by clicking on the content), provided 
it is present on the service in question; or  

• embedded on the service.572  

Exemptions and exclusions from the scope of Part 5 of the Act  
A1.4 The following types of pornographic content are excluded from the definition in section 

79(2) and are therefore outside the scope of Part 5 of the Act: 

• user-generated content within the meaning of section 55(3) and (4) of the Act in 
relation to an internet service;573 

• text, including text accompanied by a GIF (provided that is not pornographic), an 
emoji or other symbol;574 

• paid-for advertisements (as defined in section 236 of the Act);575  
• content appearing in the search results of a search engine or a combined 

service.576  

A1.5 In addition, Part 5 does not apply to on-demand programme services within the meaning of 
section 368A of the 2003 Act. On-demand programme services are regulated under Part 4A 
of the 2003 Act.577 

Service has links with the United Kingdom 
A1.6 A service will only fall within the scope of Part 5 of the Act if it has a significant number of UK 

users, or if UK users form one of the target markets for the service (or the only target 
market).578 

Duties applying to providers within scope of Part 5 
A1.7 The Act imposes the following duties on service providers that fall within the scope of Part 5:  

 

 
572 Section 79(2) and (6)(a) of the Act. 
573 Section 79(7) of the Act. Providers of U2U services on which such content appears will be subject to 
obligations under Part 3 of the Act, including the children’s risk assessment and safety duties in sections 11 
and 13 of the Act. 
574 Section 79(4) of the Act. 
575 Section 79(5) of the Act.  
576 Section 79(6)(b) of the Act.  
577 Section 80(6) of the Act. There are also certain exemptions in Schedule 1 and Schedule 9 to the Act. The 
principal effect of these is to exempt internal business services, such as intranets, from the scope of Part 5. 
578 Section 80(2) and (4) of the Act. 
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a) a duty to ensure, by the use of age verification or age estimation (or both), that children 
are not normally able to encounter content that is regulated provider pornographic 
content in relation to a service. The age assurance must be of such a kind, and used in 
such a way, that it is highly effective at correctly determining whether or not a particular 
user is a child; (the age assurance duties)579 and 
 

b) a duty to make and keep a written record, in an easily understandable form, of –  

• the kinds of age verification or age estimation used, and how they are used, and 
•  the way in which the service, when deciding on the kinds of age verification or age 

estimation and how they should be used, has had regard to the importance of 
protecting UK users from a breach of any statutory provision or rule of law 
concerning privacy that is relevant to the use or operation of a regulated 
service;580 and  

•  a duty to summarise the written record in a publicly available statement, so far as 
the record concerns compliance with the duty to use age verification, age 
estimation (or both),581 including details about which kinds of age verification or 
age estimation a service is using and how they are used (the record-keeping 
duties).582 

Ofcom’s duties under Part 5 
A1.8 The Act requires Ofcom to produce guidance for service providers to assist them in 

complying with the age assurance and record-keeping duties.583 

A1.9 The guidance must include –  

• examples of kinds and uses of age verification and age estimation that are, or are 
not, highly effective at correctly determining whether or not a particular user is a 
child;  

• examples of ways in which a provider may have regard to the importance of 
protecting users pursuant to section 81(4)(b) of the Act;  

• principles that Ofcom proposes to apply when determining whether a provider has 
complied with each of the duties set out in section 81 of the Act; and  

• examples of circumstances in which Ofcom is likely to consider that a provider has 
not complied with each of those duties. 584 

A1.10 The Act states that the guidance may elaborate on the following principles governing the use 
of age assurance for the purpose of compliance with the duty set out in section 81(2) of the 
Act –  

a) the principle that age verification and age estimation should be easy to use;  

 

 
579 Section 81(2) of the Act. 
580 “including, but not limited to, any such provision or rule of law concerning the processing of personal data,” 
section 81(4)(b) of the Act. 
581 Section 81(2) and (5) of the Act. 
582 Section 81(5) of the Act. 
583 Section 82 of the Act. 
584 Section 82(2) of the Act. 
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b) the principle that age verification and age estimation should work effectively for all 
users, regardless of their characteristics or whether they are members of a certain 
group;  

c) the principle of interoperability between different kinds of age verification or age 
estimation.585 

A1.11 The Act also states that the guidance may refer to industry or technical standards for age 
verification or age estimation (where they exist).586  

Part 3 of the Act 

U2U and search services in scope of the Act 
A1.12 Section 3(1) of the Act defines a “user-to-user service” (“U2U”) as “an internet service by 

means of which content that is generated directly on the service by a user of the service, or 
uploaded to or shared on the service by a user of the service, may be encountered by 
another user, or users, of the service”. User content is known as user-generated content or 
‘UGC’.587 

A1.13 A search engine is a service or functionality that enables users to search more than one 
website and/or database or, in principle, to search all websites and/or databases.588 

A1.14 U2U services and search services will be in scope of the Act if they have ‘links with the UK’ 
and are not exempt.589 The Act defines a U2U or search service as having links to the UK if it 
meets any one or more of the following criteria:  

a) has a significant number of UK users; or  
b) has UK users as one of its (or sole) target markets; or  
c) is capable of being used by UK users, and there are reasonable grounds to believe there 

is a material risk of significant harm to UK users.590 

A1.15 Regulated U2U and search services are together referred to as Part 3 services, per the 
definition set out in the Act.591 

Duties in Part 3 of the Act: Children’s access assessments 
A1.16 The duties for children’s access assessments apply to regulated U2U and search services (i.e. 

‘Part 3 services’).592  

 

 
585 Section 82(3) of the Act.  
586 Section 82(4) of the Act.  
587 Section 55(3) of the Act defines “user-generated content”, as content “(a) that is: (i) generated directly on 
the service by a user of the service, or (ii) uploaded to or shared on the service by a user of the service, and (b) 
which may be encountered by another user, or other users, of the service by means of the service.” 
588 “Search engine” is defined in section 229 of the Act. 
589 The applicable exemptions are set out in Schedule 1 to the Act. For more information about these see 
[Overview of regulated services] 
590 “Regulated service” is defined under sections 4(5) and 4(6) of the Act. 
591 Section 4(3) of the Act.  
592 Section 36(1) of the Act. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/overview-of-regulated-services.pdf?v=387540
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A1.17 A children’s access assessment first involves determining whether it is possible for children 
in the UK to access all or part of the service.593 594 The Act provides that a service can only 
conclude that it is not possible for children in the UK to access the service595 if age 
verification or age estimation is used on the service with the result that children are 
ordinarily prevented from accessing the service.596  

A1.18 If a provider determines that it is possible for children in the UK to access all or part of the 
service, the provider must go on to consider whether the child user condition is met in 
relation to all or the relevant part of that service.597 That will be the case where: 

a) there are a significant number of children in the UK who are users of the service or of 
the relevant part of it, or 

b) the service, or the relevant part of it, is of a kind likely to attract a significant number of 
users who are children in the UK.598 

A1.19 In relation to limb (a), the Act provides that whether or not the test is met should be 
assessed using evidence about actual users (and not who the intended users are).599 If the 
number of users that are children in the UK is significant in proportion to the total number of 
UK users of the service (or the relevant part of it), then the number of children in the UK 
who are users is significant.600  

A1.20 Providers who provide more than one U2U or search service must carry out a separate 
children’s access assessment for each service.601 

A1.21 Part 1 of Schedule 3 to the Act specifies the deadline by which providers must complete 
their first children’s access assessment. Providers of services that start up or otherwise 
become Part 3 services after the publication of Ofcom’s Children’s Access Assessments 
Guidance must complete their first children’s access assessment within three months of 
becoming a Part 3 service.602  

A1.22 If, having conducted a children’s access assessment, a provider determines that a service (or 
the relevant part of it) is not likely to be accessed by children, then it must carry out a 
further children’s access assessment no more than one year later.603 Such a provider is also 
required to carry out a further assessment: 

a) before making any significant change to any aspect of the service’s design or operation 
to which such an assessment is relevant; 

 

 
593 Sections 35(1)(a) and 35(5)(a) of the Act. 
594 Services do not need to assess whether parts of the service which are not, or are not included in, the U2U 
part of the service or a search engine can be accessed by children in the UK. See section 35(5)(b) of the Act.  
595 Or the relevant part of the service, as applicable. 
596 Section 35(2) of the Act.  
597 Section 35(1)(b) of the Act.  
598 Section 35(3) of the Act. 
599 Section 35(4)(b) of the Act. 
600 Section 35(4)(a) of the Act. 
601 Section 36(5) of the Act. 
602 Different provisions apply to providers of video-sharing platform (VSP) services currently regulated by Part 
4B of the 2003 Act. These providers must complete the first children’s access assessment relating to those 
services by the deadline specified in Part 3 of Schedule 3.  
603 Section 36(3) of the Act. 
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b) in response to evidence about reduced effectiveness of age verification or age 
estimation that is used on the service in order to achieve the result that children are not 
normally able to access the service;604 or 

c) in response to evidence about a significant increase in the number of children using the 
service.605 

A1.23 Ofcom is required to issue guidance for U2U and search services to assist with completing 
the children’s access assessment.606  

A1.24 Section 37 of the Act sets out when a service will be treated as likely to be accessed by 
children for the purposes of the Act.  

a) First, this will be the case where a children’s access assessment carried out by the 
provider of the service concludes that it is possible for children in the UK to access all or 
part of the service and the child user condition is met.607 In that case, the service will be 
treated as likely to be accessed by children from the date on which the children’s access 
assessment is completed.608 

b) Second, this will be the case where the provider of the service fails to carry out the first 
children’s access assessment by the deadline specified in Schedule 3 to the Act.609 In that 
case, the service will be treated as likely to be accessed by children from the date by 
which the assessment should have been completed until the first children’s access 
assessment has been completed.610  

c) Third, the Act provides that in specific circumstances Ofcom can take action which will 
result in a service being treated as likely to be accessed by children for the purposes of 
the Act. This will be the case where, following an investigation into the failure to 
complete a children’s access assessment in accordance with the relevant 
requirements,611 Ofcom determine that it is possible for children in the UK to access the 
service (or the relevant part of it) and the child user condition is met in relation to the 
service (or the relevant part of it)612 and, as such mandate that the children’s safety 
duties must be complied with by the service. In that case, the service will be treated as 
likely to be accessed by children from the date specified by Ofcom.613 Ofcom has the 

 

 
604 See section 35(2) of the Act. 
605 Section 36(4) of the Act. 
606 Section 52(3)(b) of the Act.  
607 Section 37(2) of the Act. 
608 Section 37(3) of the Act. 
609 Section 37(4) of the Act. 
610 Section 37(5) of the Act. If the conclusion of that assessment is that it is possible for children in the UK to 
access all or part of the service and the child user condition is met then the service will continue to be treated 
as likely to be accessed by children by virtue of section 37(2) of the Act. 
611 Such a failure may arise either in circumstances in which no children’s access assessment has been 
completed at all or in circumstances in which an assessment has been completed but the relevant 
requirements have not been complied with, for example because the assessment that has been completed is 
not suitable and sufficient.  
612 Sections 135(4) and 135(5) of the Act give Ofcom the power to make such a determination.  
613 The date will be specified in a confirmation decision given to the provider of the service under sections 132 
and 135 of the Act.  
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power to specify the circumstances in which the service will cease to be treated as likely 
to be accessed by children.614  

Part 3 Children’s risk assessment and safety duties 
A1.25 Providers of regulated U2U and search services that are likely to be accessed by children 

have to comply with children’s risk assessment duties and children’s safety duties, as well as 
a number of other duties. As explained below, Ofcom is required to issue Codes of Practice 
setting out recommended measures for complying with these duties. In this statement, 
Ofcom is not reaching final decisions on its recommended measures set out in our draft 
Protection of Children Codes (including measures relating to age assurance, which are 
referred to in the Part 3 HEAA Guidance). We will instead set these out in our April 
statement. However, for completeness, we summarise the applicable legal framework 
relating to these duties below. 

Risk assessment duties 
A1.26 Providers of regulated U2U and search services that are likely to be accessed by children 

have a duty to carry out a suitable and sufficient children’s risk assessment615 at the specific 
times set out in Schedule 3 to the Act.616 The risk assessments must cover certain matters,617 
must be kept up-to-date up to date, including when Ofcom makes a significant change to a 
relevant risk profile618 and before making any significant changes to any aspect of a service’s 
design or operation.619  

Children’s safety duties 
A1.27 Providers of regulated U2U services likely to be accessed by children have specific safety 

duties in relation to children’s online safety as set out under section 12 of the Act. These 
duties extend to such parts of a service as it is possible for children to access.620 The duties 
are as follows: 

a) A duty, in relation to a service, to take or use proportionate measures relating to the 
design or operation of the service to effectively— 

• mitigate and manage the risks of harm to children in different age groups, as 
identified in the most recent children’s risk assessment of the service (see section 
11(6)(g)) of the Act), and 

 

 
614 Section 135(5)(b) of the Act. The circumstances will be specified in a confirmation decision given to the 
provider of the service under sections 132 and 135 of the Act. 
615 Section 11(2) and 28(2) of the Act. 
616 The deadline for completing the first risk assessment depends on the day on which a provider of a U2U or 
search service starts its operations. See Schedule 3 to the Act. 
617 These are set out in section 11(6) and 28(5) of the Act. 
618 Section 11(3) and 28(3) of the Act. 
619 Section 11(4) and 28(4) of the Act. 
620 Section 13(5) of the Act. A provider is only entitled to conclude that it is not possible for children to access a 
service, or a part of it, if age verification or age estimation is used on the service with the result that children 
are not normally able to access the service or that part of it – see section 13(6) of the Act. 
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• mitigate the impact of harm to children in different age groups presented by 
content that is harmful to children present on the service.621 

b) A duty to operate a service using proportionate systems and processes designed to— 

• prevent children of any age from encountering, by means of the service, primary 
priority content that is harmful to children.622 This duty requires a provider to use 
age verification or age estimation (or both) that is of such a kind, and used in such 
a way, that it is highly effective at correctly determining whether or not a 
particular user is a child, to prevent children of any age from encountering primary 
priority content that is harmful to children which the provider identifies on the 
service,623 except where:  

> a term of service indicates (in whatever words) that the presence of that kind of 
primary priority content that is harmful to children is prohibited on the service, 
and  

> that policy applies in relation to all users of the service.624 

• protect children in age groups judged to be at risk of harm from other content that 
is harmful to children625 (or from a particular kind of such content), as assessed by 
the provider of a service in the most recent children’s risk assessment of the 
service,626 from encountering it by means of the service.627 

c) A duty to include provisions in the terms of service specifying— 

• how children of any age are to be prevented from encountering primary priority 
content that is harmful to children (with each kind of primary priority content 
separately covered); 

• how children in age groups judged to be at risk of harm from priority content that is 
harmful to children (or from a particular kind of such content), as assessed by the 
provider of a service in the most recent children’s risk assessment of the service,628 
are to be protected from encountering it, where they are not prevented from doing 
so (with each kind of priority content separately covered); 

• how children in age groups judged to be at risk of harm from non-designated 
content that is harmful to children (or from a particular kind of such content), as 
assessed by the provider of a service in the most recent children’s risk assessment 

 

 
621 Section 12(2) of the Act. 
622 Primary priority content is defined in section 61 of the Act. In summary it comprises pornographic content 
and content which encourages, promotes or provides instructions for: (a) suicide; (b) an act of deliberate self-
injury; and (c) an eating disorder or behaviours associated with an eating disorder. 
623 Section 12(4) of the Act. 
624 Sections 12(4)-(6) of the Act. 
625 This includes priority content as defined in section 62 of the Act. In summary it comprises abusive content 
and content which incites hatred based on specified characteristics; violent content; bullying content; and 
content relating to dangerous stunts or challenges or physically harmful substances. It also includes ‘non-
designated content’ as defined in section 60(2)(c) of the Act which is content of a kind which presents a 
material risk of significant harm to an appreciable number of children in the UK (subject to certain exclusions). 
626 Section 13(3) of the Act. 
627 Section 12(3) of the Act.  
628 Section 13(3) of the Act. 
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of the service,629 are to be protected from encountering it, where they are not 
prevented from doing so.630 

d) A duty to apply the above provisions of the terms of service consistently.631  
 

e) If a provider takes or uses a measure designed to prevent access to the whole of the 
service or a part of the service by children under a certain age, a duty to— 

•  include provisions in the terms of service specifying details about the operation of 
the measure, and 

• apply those provisions consistently.632 

f) A duty to include provisions in the terms of service giving information about any 
proactive technology used by a service for the purpose of compliance with a duty set out 
in sections 12(2) and (3) (including the kind of technology, when it is used, and how it 
works).633 
 

g) A duty to ensure that the provisions of the terms of service as required under sections 
12(9), 12(11) and 12(12) are clear and accessible.634 

A1.28 The duties set out in sections 12(2) and (3) of the Act apply across all areas of a service, 
including the way it is designed, operated and used as well as content present on the 
service, and (among other things) require the provider of a service to take or use measures 
in the specific areas, if it is proportionate to do so.635 

A1.29 Age verification or age estimation to identify who is or is not a child user or which age group 
a child user is in are examples of measures which (if not required by section 12(4) of the Act 
may be taken or used (among others) for the purpose of compliance with the section 12(2) 
and (3) duties. 

A1.30 Providers of regulated search services likely to be accessed by children also have specific 
safety duties in relation to children’s online safety as set out under section 29 of the Act. 
These duties extend to such parts of a service as it is possible for children to access.636 The 
duties are as follows: 

 

 
629 Section 13(3) of the Act. 
630 Section 12(9) of the Act.  
631 Section 12(10) of the Act. 
632 Section 12(11) of the Act. 
633 Section 12(12) of the Act.  
634 Section 12(13) of the Act. 
635 Namely: regulatory compliance and risk management arrangements, design of functionalities, algorithms 
and other features, policies on terms of use, policies on user access to the service or to particular content 
present on the service, including blocking users from accessing the service or particular content, content 
moderation, including taking down content, functionalities allowing for control over content that is 
encountered, especially by children, user support measures, and staff policies and practices. See section 12(8) 
of the Act. 
636 A provider is only entitled to conclude that it is not possible for children to access a service, or a part of it, if 
age verification or age estimation is used on the service with the result that children are not normally able to 
access the service or that part of it – see sections 30(5) and (6) of the Act.  
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a) A duty, in relation to a service, to take or use proportionate measures relating to the 
design or operation of the service to effectively— 

• mitigate and manage the risks of harm to children in different age groups, as 
identified in the most recent children’s risk assessment of the service 
(section 28(5)(e) of the Act), and 

• mitigate the impact of harm to children in different age groups presented by 
content that is harmful to children present on the service.637 

b) A duty to operate a service using proportionate systems and processes designed to: 

• minimise the risk of children of any age encountering search content that is 
primary priority content that is harmful to children. 

• minimise the risk of children in age groups judged to be at risk of harm from 
other content that is harmful to children (or from a particular kind of such 
content), as assessed by the provider of a service in the most recent 
children’s risk assessment of the service, encountering search content of that 
kind.638 

c) A duty to include provisions in a publicly available statement specifying how children 
are to be protected from search content of the following kinds –  

• Primary priority content that is harmful to children (with each kind of 
primary priority content separately covered), 

• Priority content that is harmful to children (with each kind of priority content 
separately covered) and 

• Non-designated content that is harmful to children.639 

d) A duty to –  

• Include provisions in a publicly available statement giving information about 
any proactive technology used by a service for the purpose of compliance 
with a duty set out in paragraph  or Error! Reference source not found. 
(including the kind of technology, when it is used, and how it works);640 and 

• Ensure that the provisions of that public statement are clear and 
accessible.641 

A1.31 The duties set out in sections 29(2) and (3) of the Act apply across all areas of a service, 
including the way the search engine is designed, operated and used as well as search 
content of the service, and (among other things) require the provider of a service to take or 
use measures in the following areas, if it is proportionate to do so.642 

 

 
637 Section 29(2) of the Act. 
638 Section 29(3) of the Act. 
639 Section 29(5) of the Act. 
640 Section 29(7) of the Act. 
641 Namely: regulatory compliance and risk management arrangements, design of functionalities, algorithms 
and other features relating to the search engine, functionalities allowing for control over content that is 
encountered in search results, especially by children, content prioritisation, user support measures, and 
staff policies and practices. See section 29(8) of the Act. 
642 Section 29(4) of the Act. 
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A1.32 Providers of regulated U2U and search services that are likely to be accessed by children are 
also subject to “additional duties” which are relevant, among other things, to the protection 
of children. These additional duties are, in brief, as follows: 

a) Duties about content reporting about using systems and processes that allow users and 
‘affected persons’ to easily report certain types of content, including content that is 
harmful to children;643  

b) Duties about complaints procedures about operating a complaints procedure that allows 
certain relevant kinds of complaint to be made;644  

c) Duties about freedom of expression and privacy, which concern, when deciding on and 
implementing safety measures and policies having particular regard to the importance 
of protecting users’ rights to freedom of expression within the law, and importance of 
protecting users from a breach of any statutory provision or rule of law concerning 
privacy that is relevant to the use or operation of a U2U service (including, but not 
limited to, any such provision or rule concerning the processing of personal data);645 and  

d)  Record-keeping and review duties.646  

Protection of Children Codes  
A1.33 Ofcom must issue Codes for regulated U2U and search services containing measures 

recommended for the purposes of compliance with certain duties including: 

a) the protection of children safety duties in sections 12 and 29;647 
b) the content reporting duties in sections 20 and 31;648 
c) the complaints procedure duties in sections 21 and 32.649 

A1.34 Schedule 4 to the Act sets out general principles and online safety objectives which the 
Codes must follow, as well as what content must be included. These are briefly summarised 
below. 

A1.35 The Act sets out that Ofcom must consider the appropriateness of the measures we 
recommend to different kinds and sizes of services and to providers of differing sizes and 
capacities.650 We must also have regard to the principles that: 

a) Providers must be able to understand which measures apply to their service;  
b) The measures must be sufficiently clear, and at a sufficiently detailed level, that 

providers understand what they entail in practice; 
c) The measures must be proportionate and technically feasible; and 
d) The measures that apply to services of various kinds and sizes must be proportionate to 

our assessment of the risk of harm presented by services of that kind or size.651 

 

 
643 Sections 20 and 31 of the Act. 
644 Sections 21 and 32 of the Act. 
645 Sections 22 and 33 of the Act. 
646 Sections 23 and 34 of the Act. 
647 Sections 41(3) and 41(10)(b) of the Act. 
648 Sections 41(3) and 41(10)(f) of the Act. 
649 Sections 41(3) and 41(10)(g) of the Act. 
650 The Act, Schedule 4, paragraph 1 
651 The Act, Schedule 4, paragraphs 2(a)-(d). 
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A1.36 We must also ensure that the measures described in the Codes are compatible with pursuit 
of a list of online safety objectives652 and that we include measures relating to each of the 
areas specified in sections 12(8) and 27(4).653 

A1.37 Any measures described in a Code of Practice must be designed in the light of, and where 
appropriate incorporate safeguards for the protection of, the following principles:  

a) the importance of protecting the right of users and (in the case of search services or 
combined services) interested persons to freedom of expression within the law, and 

b) the importance of protecting the privacy of users.654 

A1.38 In deciding whether to recommend the use of age assurance, or which kinds of age 
assurance to recommend, in a code of practice as a measure recommended for the purpose 
of compliance with any of the duties set out in sections 12(2) and (3) or sections 29(2) or (3) 
Ofcom must also have regard to the following principles: 

a) the principle that age assurance should be effective at correctly identifying the age or 
age-range of users; 

b) relevant standards set out in the latest version of the code of practice under section 123 
of the Data Protection Act 2018 (age-appropriate design code); 

c) the need to strike the right balance between: 
• the levels of risk and the nature, and severity, of potential harm to children 

which the age assurance is designed to guard against, and 
• protecting the right of users and (in the case of search services or the search 

engine of combined services) interested persons to freedom of expression within 
the law; 

d) the principle that more effective kinds of age assurance should be used to deal with 
higher levels of risk of harm to children; 

e) the principle that age assurance should be easy to use, including by children of different 
ages and with different needs; 

f) the principle that age assurance should work effectively for all users regardless of their 
characteristics or whether they are members of a certain group; 

g) the principle of interoperability between different kinds of age assurance.655 

A1.39 Providers of a regulated U2U or search service who take or use the measures described in a 
Code of Practice which are recommended for the purpose of complying with a relevant duty 

 

 
652 The Act, Schedule 4, paragraph 3. These differ for regulated U2U and search services. 
653 The Act, Schedule 4, paragraph 9(2) and (4). This only applies to the extent compatible with the principles 
set out in paragraphs 2(c)-(d). 
654 This refers to protecting the privacy of users from a breach of any statutory provision or rule of law 
concerning privacy that is relevant to the use or operation of a U2U or search service (including any provisions 
concerning the processing of personal data), Schedule 4, paragraph 10(3). 
655 The Act, Schedule 4, paragraphs 12(1) and (2). In addition, Schedule 4, paragraph 12 provides that if a code 
of practice recommends age assurance for the purpose of complying with the duties set out sections 12(2) or 
(3) of the Act then it must also describe measures for the purpose of complying with the duties regarding the 
inclusion of clear information in the terms of service in sections 12(9), 12(11) and 12(13) of the Act; and the 
duties regarding complaints about age assurance in sections 21(2) and 21(3) of the Act. 
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will be treated as having complied with that relevant duty.656 This means they act like a ‘safe 
harbour’. 

A1.40 Service providers do not need to follow the Codes and may seek to comply with their safety 
duties by taking what the Act calls ‘alternative measures’. Where providers take alternative 
measures, the Act provides that, in doing so, they must consider the importance of 
protecting users’ rights to freedom of expression within the law and of protecting users from 
breaches of relevant privacy laws.657 They must keep a record of what they have done and 
explain how the relevant safety duties have been met (this is part of the record keeping 
duties referred to above). 

Human rights 
A1.41 As a public authority, Ofcom must act in accordance with its public law duties to act lawfully, 

rationally and fairly, and it is unlawful for Ofcom to act in a way which is incompatible with 
the European Convention of Human Rights (‘ECHR’) (section 6 of the Human Rights Act 
1998). 

A1.42 Of particular relevance to Ofcom’s functions under the Act are the right to freedom of 
expression (Article 10 ECHR) and the right to privacy (Article 8 ECHR).  

A1.43 The right to freedom of expression includes the freedom to hold opinions and to receive and 
impart information and ideas without interference by public authority. Article 10(2) of the 
ECHR states that this right may be restricted in the interests of national security, territorial 
integrity or public safety, for the prevention of disorder or crime, for the protection of health 
or morals, for the protection of the reputation or rights of others, for preventing the 
disclosure of information received in confidence, or for maintaining the authority and 
impartiality of the judiciary.  

A1.44 Decisions at both a domestic level and before the European Court of Human Rights make 
clear the scope for restrictions on freedom of expression is likely to be especially limited in 
two overlapping fields, namely political speech and on matters of public interest. 
Accordingly, a high level of protection of freedom of expression will normally be accorded to 
these types of speech, with the authorities having a particularly narrow margin of 
appreciation. Intellectual and educational speech and artistic speech and expression are also 
considered deserving of protection under Article 10, while “mere abuse” (i.e. gratuitously 
offensive speech that does not contribute to public debate) attracts the lowest level of 
protection. Hate speech is afforded no protection under Article 10.  

A1.45 Article 8(1) of the ECHR states that everyone has the right to respect for his private and 
family life, his home and his correspondence. Article 8(2) sets out limited qualifications, 
stating that public authorities must not interfere with the exercise of this right unless 
necessary in the interests of national security, public safety or the economic well-being of 
the country, for the prevention of disorder or crime, for the protection of health or morals, 
or for the protection of the rights and freedoms of others. 

 

 
656 Section 49(1) of the Act. 
657 Section 49(5) of the Act. 
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A1.46 Other ECHR rights which may also be relevant to Ofcom’s functions under the Act are the 
right to freedom of thought, conscience and religion (Article 9 ECHR) and the right to 
freedom of assembly and association (Article 11 ECHR).  

A1.47 The need for any restriction of these rights must be construed strictly and established 
convincingly. Any interference must be prescribed by law; pursue a legitimate aim (as set out 
in Articles 8(2), 9(2), 10(2) and 11(2)); and be necessary in a democratic society – in other 
words, it must be proportionate to the legitimate aim pursued and corresponding to a 
pressing social need.  

A1.48 In passing the Act, Parliament has set out in legislation the interferences prescribed by law 
and which it has judged to be necessary in our democratic society. Of particular relevance to 
the duties and functions covered by this statement, these relate to the protection of children 
from harm they may experience on regulated services, particularly from exposure to content 
that is harmful to children. The relevant legitimate aims that Ofcom may act in pursuit of in 
the context of our functions under the Act relating to protection of children include the 
prevention of crime and disorder, public safety and the protection of health or morals, and 
the protection of the rights and freedoms of others. 

A1.49 In formulating our position in our Children’s Access Assessments Guidance, Part 3 HEAA 
Guidance and Part 5 Guidance, where we have identified the potential for interference with 
ECHR rights, we have carried out a careful analysis of the relevant criteria under which such 
an interference may be justified as proportionate. In considering whether impacts on ECHR 
rights are proportionate, our starting point is to recognise that Parliament has determined 
that regulated services must take proportionate measures to fulfil their duties to protect 
children from content that is harmful to them. Such measures will necessarily have an 
impact on the experiences of children and adults who are using these services, in particular 
by significantly limiting children’s exposure to such content (and in some cases, seeking to 
prevent such exposure altogether), and by introducing some friction for adult users in how 
they access and use regulated services or content that is harmful to children on those 
services. In doing so, this could impact their rights to freedom of expression, and in some 
cases, their rights to freedom of religion or belief and freedom of association. This will also 
have an impact on services’ rights to freedom of expression, in particular as to how they 
impart information. They will also, to some extent, have impacts on children’s and adults’ 
rights to privacy, insofar as they would require their personal data to be processed for the 
measures to work properly. To the extent that such interferences can be seen as a direct 
result of the duties imposed on services, and Ofcom, by Parliament, and are required to 
achieve the legitimate objective of securing adequate protections for children from harm, 
we consider that a substantial public interest exists in these outcomes. 

A1.50 However, in line with our obligations under the Human Rights Act, we also seek to secure 
that any such interference with adults’ and children’s rights to freedom of expression and 
privacy, or other relevant rights, is proportionate to the legitimate objectives pursued, and 
where appropriate we explain why the relevant restriction is justified, and have sought to 
build in appropriate safeguards to protect those rights where appropriate. In doing so, 
among other things, we have carefully considered whether other, less intrusive measures 
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are available that might adequately mitigate the harms faced by children on regulated 
services.658 

A1.51 Overall, we have sought to strike a fair balance between securing adequate protections for 
children from harm (and their rights in respect of this) and the ECHR rights of users (both 
children and adults), other interested persons (including for example, persons who host 
websites and who may be featured in content on regulated services or whose content might 
be on those services regardless of whether or not they may be service users) and services, as 
relevant.659 In other words, we are concerned to ensure that the degree of interference with 
ECHR rights is outweighed by the benefits secured in terms of protecting children from 
harm. In seeking to achieve this fair balance, we consider that the Act and the protection it 
gives to individuals against harms of various kinds660 reflect the decision of the UK 
Parliament that UK users, and UK child users in particular, should be proportionately 
protected from all the harms concerned. In doing so, Parliament has enshrined in UK law the 
rights of UK users – including their human rights – to be protected from those harms. In 
weighing up whether our approach in the decisions in this statement are proportionate, we 
start from the position that UK users should be protected from the harms set out in the Act. 

A1.52 We note that the UK has ratified the United Nations Convention on the Rights of the Child 
(‘UNCRC’)661 and the UK Government is required to make law that gives effect to it. Among 
other things, the UNCRC requires that the best interests of the child should be a primary 
consideration in all actions concerning children, including those taken by public authorities 
such as Ofcom.662 Similarly, General comment No. 25 (2021) on children’s rights in relation 
to the digital environment663 explains that States parties should ensure that, in all actions 
regarding the regulation, design, management and use of the digital environment, the best 
interests of the child is a primary consideration. General comment No.25 also explains that 
in considering children’s best interests, regard should be had to all children’s rights, 
including their rights to seek, receive and impart information, to be protected from harm 
and to have their views being given due weight, and ensure transparency in the assessment 
of their best interests. The UK Parliament has made clear in debates during the legislative 
process that the spirit of the UNCRC is reflected in the Act, highlighting that the definition of 
‘child’ as anyone under 18 aligns with that in the UNCRC and children’s rights feature in the 
safety objectives, with a higher standard of protection against harm required for children 
than for adults.664 As the wording of the UNCRC is not directly incorporated into the Act, 
rather than making direct reference to the UNCRC (or General comment No. 25), we 
consider and reference the relevant statutory duties in the Act and impacts on ECHR rights, 

 

 
658 This reflects the third limb of what is often referred to as the ‘Bank Mellat test’, as set out by Lord Reed JSC 
in Bank Mellat v HM Treasury (No 2) [2013] UKSC 39; [2014] AC 700. 
659 This reflects the fourth limb of the ‘Bank Mellat test’ 
660 Including in particular the duties aimed at protecting children from harm which are the key focus of the 
Children’s Access Assessments Guidance and Part 5 Guidance, as well as the duties which apply to illegal 
content and activity covered in Ofcom’s [Illegal Harms Statement]. 
661 United Nation Convention on the Rights of the Child, adopted 20 November 1989 by General Assembly 
resolution 44/25. 
662 See Article 3 of the UNCRC 
663 General comment No. 25 of the UN Committee on the Rights of the Child, published 2 March 2021 
664 Hansard, House of Lords, 2 May 2023, Column 1463 [accessed 22 April 2024]. 

https://www.ohchr.org/en/instruments-mechanisms/instruments/convention-rights-child
https://www.ohchr.org/en/instruments-mechanisms/instruments/convention-rights-child
https://docstore.ohchr.org/SelfServices/FilesHandler.ashx?enc=6QkG1d%2FPPRiCAqhKb7yhsqIkirKQZLK2M58RF%2F5F0vEG%2BcAAx34gC78FwvnmZXGFUl9nJBDpKR1dfKekJxW2w7O%2B3nRpHZVnUfEOn49xuIgBmsRD7nyWwxR%2FYnIpnMdh
https://hansard.parliament.uk/Lords/2023-05-02/debates/C4ADB2FF-C4AE-4BEA-8E30-A341ECF32822/OnlineSafetyBill?highlight=united%20nations%20convention%20rights%20child
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in line with the applicable requirements under UK domestic law, which encompasses and 
reflects relevant aspects of the UNCRC. In this way, our approach also encompasses, and is 
consistent with, relevant aspects of the UNCRC and General Comment 25, including in giving 
particular weight to the importance of the best interests of children in deciding on our 
approach within the Children’s Access Assessments Guidance, Part 3 HEAA Guidance and 
Part 5 Guidance. 

A1.53 We address the relevant rights impacts on users, services and other persons in Annex 2 in 
relation to for the Children’s Access Assessments Guidance and Part 5 Guidance. 
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A2. Impact assessments 
A2.1 This annex comprises three sections. First, we set out the scope of the impact assessments 

we have carried out in preparing this statement. Second, we assess the likely impact of the 
Guidance for service providers publishing pornographic content (“Part 5 Guidance”). 
Finally, we assess the likely impact of the Children’s Access Assessments Guidance.  

A2.2 The Children’s Access Assessments Guidance refers to the Guidance for Part 3 services on 
highly effective age assurance (“Part 3 HEAA Guidance”) as part of Stage 1 of the children’s 
access assessment process. The children’s access assessments impact assessment takes 
into account the impact of the Part 3 HEAA Guidance in this context. The Part 3 HEAA 
Guidance is also relevant to any measures in our Protection of Children Code for user-to-
user services that refer to highly effective age assurance, which we do not consider here. 
Our May 2024 Consultation Protecting Children from Harms Online (“May 2024 
Consultation”) proposed such measures and included our impact assessment of these.665 
We will update our impact assessment and confirm our position for these measures 
separately in our Protection of Children statement in April 2025.  

Scope of impact assessments 
A2.3 In our overview of the legal framework at paragraph 2.14 of this statement, we set out 

Ofcom’s impact assessment duties.  

A2.4 In this impact assessment, we assess the likely impact of our Part 5 Guidance and 
Children’s Access Assessments Guidance and relevant aspects of the Part 3 HEAA 
Guidance, which will be assessed further in our April statement. The guidance documents 
are intended to assist relevant providers in complying with specific duties in the Act. Those 
duties are detailed within Annex 1. In this impact assessment, we have not considered the 
impacts of the duties themselves, as service providers are under a statutory obligation to 
comply with these duties, over which we have no discretion. We also have not set out an 
impact assessment where we have made suggestions of what service providers ‘may wish 
to consider’ when complying with the duties, as these are decisions for each service 
provider to determine. 

A2.5 Our impact assessments focus on the areas where we have exercised discretion, in terms 
of specifying recommended steps that providers should take to comply with the relevant 
duties. 

A2.6 Each of the impact assessment sub-sections is structured as follows:  

• First, we assess the direct impact of our guidance on service providers including 
small and micro businesses.  

• Second, where relevant, we assess any other impacts including indirect costs 
which could affect the interests of consumers in these markets (only relevant in 
relation to the Part 5 Guidance). 

 

 
665 May 2024 Consultation on Protecting Children from Harms Online, Volume 5. 
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• Third, we set out our assessment of the impact of our guidance on users’ rights, 
including freedom of expression, freedom of association, and privacy.  

• Fourth, we set out our assessment of the impact of our guidance on the Welsh 
Language. 

• Finally, we assess the impact of our guidance on persons sharing protected 
characteristics under the Equality Act 2010 (“EA 2010”) and more generally under 
section 3 of the 2003 Act. 

Assessing the impact of the Part 5 Guidance 
A2.7 In Sections 3 and 4 of this statement, we have set out our decisions in relation to the Part 5 

Guidance. We have reached those decisions after considering and assessing the likely 
impact of our Part 5 Guidance on the service providers who will need to comply with the 
age assurance duties under Part 5 of the Act. In doing so, we have also taken account of 
responses to our December 2023 Part 5 Consultation666 relevant to our consideration of 
such impacts. This part of this annex explains how we have carried out our impact 
assessment in that regard. 

A2.8 Our impact assessment in this sub-section focuses, in particular, on the following matters 
in the Part 5 Guidance that we recommend service providers should consider in complying 
with their Part 5 duties: 

• ensure the age assurance process implemented fulfils the criteria of technical 
accuracy, robustness, reliability, and fairness; 

• consider the principles of accessibility and interoperability when implementing age 
assurance; 

• take appropriate steps to mitigate against methods of circumvention of the age 
assurance process that are easily accessible to children and where it is reasonable 
to assume that children may use them;  

• consider whether to offer alternative methods where an age assurance method is 
only highly effective for a limited number of users; 

• ensure that the written record is durable, accessible, easy to understand, and up-
to-date; 

• familiarise themselves with the data protection legislation, and how to apply it to 
their age assurance method(s), by consulting guidance from the ICO; and 

• refrain from hosting, sharing, or permitting content that directs or encourages 
child users to circumvent the age assurance process or access controls. 

A2.9 We have made minor changes to the Part 5 Guidance, as compared to our consultation 
version, largely for clarity and consistency with the Part 3 HEAA Guidance. 

A2.10 We have also summarised below our assessment of the impact of our Part 5 Guidance on 
various stakeholders. We note that several respondents – including Barnardo’s, Nexus NI, 
One ID, Verifymy, and Yoti – broadly supported our overall impact assessment on the draft 
Part 5 Guidance. Therefore, we have decided to focus below on those respondents to our 

 

 
666 Ofcom, 2023. Consultation: Guidance for service providers publishing pornographic content . 

https://www.ofcom.org.uk/online-safety/protecting-children/guidance-service-providers-pornographic-content
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consultation who disagreed with aspects of our impact assessment on the draft Part 5 
Guidance or otherwise raised specific issues. 

Direct impact on regulated service providers, including small 
and micro businesses  
Our consultation position  
Overview of direct impact on service providers  

A2.11 In Annex 1 of our December 2023 Part 5 Consultation, we set out our assessment of the 
potential direct costs that service providers could incur as a result of our proposed 
approach. This covered the justification for and potential benefits which may arise from 
our Part 5 Guidance, focusing on areas where we have exercised discretion, as well as the 
potential direct costs resulting from this. We summarise our consultation position in the 
table below. 

Table A2.1: Summary of our consultation position on the impact of our Part 5 guidance on 
regulated service providers 

Draft Part 5 guidance Justification and potential 
benefits 

Potential direct costs 

Service providers should 
ensure the age assurance 
process implemented 
fulfils the criteria of 
technical accuracy, 
robustness, reliability 
and fairness. 

 

 

 

 

 

 

 

 

 

 

For age assurance to be highly 
effective, as required by the Act to 
achieve the objective that children 
are not normally able to encounter 
pornographic content, we 
considered that these criteria 
should be fulfilled. We set out that 
they form part of our minimum 
expectations of the steps required 
in practice for providers to meet 
their duties.  

We set out that our criteria-based 
approach provides flexibility, 
rather than recommending a 
specific kind of age assurance. This 
should benefit providers, as it 
allows them to future-proof their 
systems and respond to their user 
base and technical developments 
over time in the most appropriate 
and cost-effective way for them. 

There may be staff costs (internal or 
external) associated with 
understanding the criteria and 
assessing potential age assurance 
processes against the criteria.  

There may also be additional staff 
and development costs associated 
with reviewing and updating age 
assurance processes over time as 
technology evolves. 
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Draft Part 5 guidance Justification and potential 
benefits 

Potential direct costs 

Service providers should 
implement effective 
access controls on their 
service to prevent users 
who have been identified 
as children through the 
age assurance process 
from encountering 
pornographic content on 
the service. 

Effective access controls are 
necessary to achieve the objective 
that children are not normally able 
to encounter pornographic 
content. They formed part of our 
minimum expectations of the 
steps required in practice for 
providers to meet their duties. 

We recognised the risk of children 
circumventing the access controls 
or age assurance process. For this 
reason, we considered there is 
material benefit in recommending 
that providers should not host or 
permit content that directs or 
encourages child users to do so.  

There may be costs arising from 
efforts to identify and prevent 
content that directs or encourages 
child users to circumvent the age 
assurance or access control method. 
However, the scale of this would 
likely be limited where there are 
limited content/functionalities 
available to users prior to the age 
check. 

Service providers should 
consider the principles of 
accessibility and 
interoperability when 
implementing age 
assurance. 

These principles are important to 
achieve the secondary policy 
objective to ensure that service 
providers’ use of age assurance 
does not unduly prevent adult 
users from accessing legal 
pornographic content. 

As above, we considered there are 
benefits from the flexibility 
provided by a criteria-based 
approach.  

There may be staff costs (internal or 
external) associated with 
understanding and considering the 
principles when implementing age 
assurance. For instance, drafting 
explanatory text on how the age 
assurance process works or assessing 
the impact of the age assurance 
process on users with different 
characteristics.  

 

Service providers should 
ensure the written record 
is durable, accessible, 
and up to date. 

We set out that these are our 
minimum expectations required 
for service providers to fulfil their 
record-keeping duties. For 
instance, to meet the duty to 
‘keep’ a written record, we 
proposed that a service provider 
should retain written records in 
accordance with their record 
retention policies, or for a 
minimum of five years, whichever 
is longer. 

There may be some costs arising 
from our expectations around 
record-keeping. For instance, there 
may be a minor systems 
infrastructure cost associated with 
retaining the written record for a 
minimum of five years, if the service 
provider’s current record retention 
policies are shorter than this.  
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Draft Part 5 guidance Justification and potential 
benefits 

Potential direct costs 

Service providers should 
familiarise themselves 
with the data protection 
legislation, and how to 
apply it to their age 
assurance method(s), by 
consulting ICO guidance. 

We set out that these are our 
minimum expectations for 
providers to fulfil the duty to keep 
a written record of how they have 
had regard to the importance of 
protecting UK users from a breach 
of any statutory provision or rule 
of law concerning privacy. 

These expectations are also likely 
to be required to ensure 
compliance with data protection 
law. 

There may be some staff costs 
associated with efforts to consult and 
understand the relevant ICO 
guidance.  

 

A2.12 We set out in our consultation that the potential direct costs incurred by a service provider 
would depend on how it approaches compliance with its online safety duties and our Part 5 
Guidance. For instance, service providers may incur the above costs as part of internal staff 
costs, or due to outsourcing to external experts or suppliers.  

A2.13 In general, we assessed that some costs could be somewhat lower for smaller or less 
complex services. However, as we set out in Annex 1 of our December 2023 Part 5 
Consultation, the overall direct costs relating to our proposed guidance are likely to be a 
greater proportion of the total costs/revenues for smaller firms. Regardless, the large 
majority of costs arise directly from the Act, which requires the implementation of highly 
effective age assurance, rather than any approaches we have recommended exercising our 
regulatory discretion in our guidance. The guidance gives service providers a degree of 
flexibility in how they choose to comply, which will allow them to future-proof their 
systems and respond to their user base and technical developments over time in the most 
appropriate and cost-effective way for them. We therefore concluded that the impact of 
our guidance on regulated service providers, including small and micro businesses, was 
proportionate.  

Summary of responses  
A2.14 One ID and Yoti broadly supported our impact assessment on service providers.667 Multiple 

respondents said that the assessment was proportionate.668 Arcom and Nexus supported 
the degree of flexibility that the guidance offered to service providers.669  

A2.15 The Free Speech Coalition said that Ofcom has underestimated the costs of implementing 
age assurance to service providers, particularly to small and micro businesses. Further, 

 

 
667 One ID response to our December 2023 Part 5 Consultation, p.4; Yoti response to our December 2023 Part 
5 Consultation, pp.19-20. 
668 Nexus response to our December 2023 Part 5 Consultation, p 5; One ID response to our December 2023 
Part 5 Consultation, p.4; Verifymy response to our December 2023 Part 5 Consultation, p.7. 
669 Arcom response to our December 2023 Part 5 Consultation, p.8; Nexus response to our December 2023 
Part 5 Consultation, p.5. 
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they provided estimates of the costs to different types of service providers.670 One  
respondent said that building age assurance solutions is too costly and complex for many 
service providers.671 

A2.16 The Age Verification Providers Association (“AVPA”) said the age assurance industry has 
experienced a downward trend in pricing over the past five years due to technical 
innovation and increased competition, and that they expected this trend to continue and 
to be further affected by interoperability.672 Yoti (a third-party age assurance provider) said 
that it already offers specific offers and packages to smaller organisations, which could 
lower their costs of implementing age assurance.673 

A2.17 ID Crypt said that some age assurance methods, including credit card checks and photo-ID 
matching could be costly for service providers.674 

Our updated impact assessment 
A2.18 We have considered the consultation responses and have concluded that our assessment 

of impacts on service providers, including small and micro businesses that we set out in the 
consultation, broadly still applies. We clarify some aspects of our assessment below, where 
relevant to specific responses. 

A2.19 In response to the comments about the overall cost of implementing age assurance, as 
explained in paragraph A2, we have not assessed the costs of implementing highly 
effective age assurance (including for small and micro businesses as well as larger ones), 
because this arises directly from the statutory requirement in the Act, over which we have 
no discretion.  

A2.20 The Act requires highly effective age assurance to be in place on all services in scope, 
regardless of their size or the resources available to the providers. Our Part 5 Guidance 
reflects our expectations of the steps providers should follow in practice to meet their age 
assurance duties under Part 5 of the Act. Setting lower expectations for smaller services 
would be inconsistent with the Act and could lead to ineffective age assurance on smaller 
services, exposing children to significant harm. Overall, the bulk of costs, for services of all 
sizes, comes from the duties in the Act and we consider that our guidance will support 
services in complying with those duties by clarifying the steps they should take in practice. 

A2.21 We acknowledge, however, that the costs summarised in Table A2.1 above which result 
from our Part 5 Guidance – rather than from the duties themselves – may still be material. 
We also recognise that these costs could represent a higher proportion of costs or revenue 
for smaller providers than for larger ones. Smaller service providers with few employees 
may, for example, have to rely on external expertise that is not readily available internally. 
On the other hand, smaller service providers may be more agile in implementing changes 
and could face less complex internal governance processes, which could reduce some of 
the costs involved in following our guidance. Overall, we consider that our criteria-based 
approach gives service providers flexibility to adopt an age assurance process that best 

 

 
670 Free Speech Coalition response to our December 2023 Part 5 Consultation, pp.8-10. 
671 Name Withheld 9 response to our December 2023 Part 5 Consultation, pp.3-4. 
672 AVPA response to our December 2023 Part 5 Consultation, pp.11-12. 
673 Yoti response to our December 2023 Part 5 Consultation, p.19. 
674 ID Crypt response to our December 2023 Part 5 Consultation, p.2. 
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suits their own specific contexts, and to pursue cost-effective approaches, as long as the 
relevant criteria are met.  

A2.22 In response to ID Crypt’s comments, we acknowledge that some methods of age assurance 
may be more costly than others. Our Part 5 Guidance is flexible and does not recommend 
the use of specific age assurance method(s), recognising that various methods may be 
capable of being highly effective. 

Assessing the impact of changes to our final guidance 
A2.23 We have also considered whether any of the changes made to our Part 5 Guidance 

(compared to the draft guidance) would materially impact service providers. Overall, our 
changes are limited and intended to improve clarity for service providers, which should 
make it easier in helping them to comply with their duties. This includes acknowledging 
that email-based age estimation may be capable of being highly effective and reducing the 
retention period for record keeping duties from five to three years. 

A2.24 We recognise, however, that specific clarifications – including where we explain that 
service providers should consider whether repeated age checks are needed and should use 
a challenge age approach as part of age estimation – could have cost implications in some 
cases. However, we consider such impacts justified and necessary to meet the minimum 
expectations set out in the Act, as there is a clear and material risk that age assurance 
processes may not be highly effective if such steps were not followed. Therefore, we have 
not identified any reason to change our assessment of impacts on service providers. 

Other impacts 
Indirect impacts on service providers 
Our consultation position  

A2.25 In Annex 1 of our December 2023 Part 5 Consultation, we recognised that the duty to 
implement age assurance may impact service providers’ user numbers, which could reduce 
revenue from advertising and/or subscriptions. However, we considered this risk is 
mitigated by the fact that (as discussed above in Table A2.1) our proposed guidance is 
intended to help ensure that adult users are not unduly prevented from accessing legal 
content. Service providers have commercial incentives to introduce age assurance in a way 
which seeks to minimise any avoidable negative impact on revenue. Where revenue is 
impacted, we considered this a result of complying with the duties themselves rather than 
a consequence of our approach to the Part 5 guidance. 

A2.26 We did not consider that our proposed guidance would unduly affect competition in the 
provision of pornographic services because it applies to all Part 5 service providers. We 
noted that giving service providers flexibility over how to implement age assurance would 
allow service providers and third-party age assurance providers to develop alternative 
innovative age assurance methods. The requirement for all Part 5 services to implement 
age assurance could increase competition among third-party age assurance providers, 
improve quality and/or put downward pressure on prices and the cost of age assurance. 
This could also improve the experience of users of these services. 

Summary of responses 

A2.27 The Free Speech Coalition said that the cost of compliance will prompt smaller service 
providers to exit the market and discourage new entrants, which could entrench the 
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position of larger service providers.675 Two respondents said that our measures could 
adversely impact competition absent a robust enforcement approach.676 

A2.28 Barnardo’s said that Ofcom should have included an assessment of the positive impacts of 
the policy in preventing children from accessing online pornographic content.677 

Our updated impact assessment  

A2.29 We have considered consultation responses and have concluded that our assessment of 
indirect impacts on service providers broadly still applies. We clarify some aspects of our 
assessment below, where relevant to specific responses. 

A2.30 We acknowledge that the costs resulting directly from our guidance (both the direct costs 
of the guidance, and any indirect costs such as revenue losses) are likely to be a greater 
proportion of total costs/revenues for smaller firms. There is a possibility that some service 
providers may choose to exit the UK market or may be discouraged from entering the UK 
market.  

A2.31 However, the large majority of costs associated with implementing highly effective age 
assurance result from the duties in the Act itself, over which we have no discretion. To the 
extent that specific recommendations in our guidance impact services, we have explained 
in the previous section why we consider this appropriate and proportionate, even for 
smaller services. To the extent that there are any indirect impacts, such as on revenues and 
competition, we note that our approach provides flexibility in how to implement age 
assurance, which should mitigate adverse impacts. More prescriptive recommendations, 
which might be well suited to some services but not others could risk distorting 
competition. Therefore, we conclude that any wider competition and market impacts of 
our guidance are proportionate and justified. 

A2.32 In response to comments from stakeholders about not enforcing swiftly and equally across 
the whole sector, we recognise the risk that users may seek to move to services that do not 
use age assurance. The timings of implementation of the regime are set by Government, 
not Ofcom. We will take steps to monitor compliance with the Part 5 duties to use highly 
effective age assurance to prevent children from encountering pornographic content and 
to monitor compliance with the equivalent duties on Part 3 U2U services that allow 
pornographic content when they come into force. We will be investing in public awareness 
campaigns to encourage adults to engage with age assurance rather than visit sites that 
may be less safe. 

A2.33 In response to Barnardo’s comments, we do not assess in detail or quantify the benefit of 
children being prevented from accessing these services, since this outcome is required by 
the Act itself. However, we explicitly consider the importance of supporting this outcome 
in our impact assessment, e.g., in the potential benefits summarised in Table A2.1. We also 
reflect the harms that children experience from pornographic content as part of our 
Register of Risks which we will finalise alongside our Protection of Children Statement in 
April. 

 

 
675 Free Speech Coalition response to our December 2023 Part 5 Consultation, pp.8-10. 
676 []; Yoti response to our December 2023 Part 5 Consultation, p.20. 
677 Barnardo’s response to our December 2023 Part 5 Consultation, p.10. 
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Assessing the impact of changes to our final guidance 

A2.34 We believe the changes to the guidance do not materially affect this part of our 
assessment, and therefore we have not changed our assessment of indirect impacts on 
service providers on that basis. 

Impact on adult users 
Our consultation position 

A2.35 In Annex 1 of our December 2023 Part 5 Consultation, we stated that if age assurance is 
not fair or accessible, it may unduly exclude adults from accessing legal content. The 
additional principles of accessibility and interoperability proposed in the guidance may 
improve the user experience of age assurance and reduce the risk that adult users are 
unable to access legal content. Absent our proposed principles, some users could be 
unable to access this content because, for example, the age assurance process might be 
too difficult to use resulting in some users abandoning the process. Alternatively, some 
users might not be able to meet the requirements, for instance if they lack the required 
identification documents. These recommended principles should minimise the number of 
legitimate users being wrongly excluded from accessing these services and this content. 

A2.36 We noted that service providers are already likely to aim to maximise revenues from 
subscriptions and advertising, and so they should already have incentives to minimise the 
loss of users because of the requirement to implement age assurance, absent our 
proposed guidance.  

A2.37 We did not consider that our proposed guidance will materially increase the costs to adult 
users. 

Summary of responses  

A2.38 Yoti stated that users should be given a choice of age assurance methods to ensure adult 
users are not unduly excluded from accessing legal content.678 No other respondents 
commented on the impact on adult users.  

Our updated impact assessment  

A2.39 We have considered this consultation response and have concluded that our assessment of 
impacts on adult users broadly still applies. We clarify some aspects of our assessment 
below, where relevant to specific responses.  

A2.40 Our Part 5 Guidance recommends that service providers consider the principle of 
accessibility when implementing age assurance. This entails ensuring that age assurance be 
easy to use and work effectively for all users. As set out in paragraph 4.92, service 
providers could consider offering users more than one age assurance method. Including 
multiple kinds of highly effective age assurance methods and allowing users to choose 
which is most appropriate to them, is one means of helping to ensure that the overall age 
assurance process is accessible and does not unduly exclude adult users from accessing 
legal content. However, service providers are not required to implement multiple kinds of 
age assurance and providers may be able to achieve an accessible age assurance process 
which is highly effective with a single age assurance method.  

 

 
678 Yoti response to our December 2023 Part 5 Consultation, p.13. 
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Assessing the impact of changes to our final guidance 

A2.41 We have also considered whether any of the changes made to our Part 5 Guidance 
(compared to the draft guidance) would materially affect adult users. We note that using a 
‘challenge age’ approach can help to improve the overall effectiveness of the age 
assurance process by preventing or minimising borderline cases involving errors. We do 
not think the changes to the guidance would have material implications for adult users in 
most cases.  

A2.42 We acknowledge that recommending the use of challenge ages to mitigate false positives 
could have an impact on the rates of false negatives (adults misclassified as children) and 
may introduce additional friction for these users. Further, in some cases, adults may 
undergo additional age checks, e.g. from repeating age assurance and/or from the 
secondary check in a ‘challenge age’ approach. However, we consider such impacts 
justified and necessary to meet the criteria of technical accuracy. Therefore, we have not 
identified any reason to change our assessment of impacts on adult users. 

Rights assessment 
A2.43 In Annex 1, we have set out Ofcom’s duties under the European Convention of Human 

Rights (‘ECHR’).679 In carrying out our rights assessments across this statement, we have 
addressed the relevant rights impacts on users, services and other persons and have 
considered the extent to which our proposals may interfere with certain rights in the ECHR 

as set out in Schedule 1 of the Human Rights Act 1998. Further detail is set out in Annex 1. 
Where a right is engaged, the interference may be justified where it is: 

• in accordance with the law; 
• the law in question pursues a legitimate aim and it is proportionate to that aim; 

and 
• there is a pressing social need. 

Freedom of expression and freedom of association 
A2.44 Article 10 of the ECHR sets out the right to freedom of expression, which encompasses the 

right to hold opinions and to receive and impart information and ideas without 
unnecessary interference by a public authority. Article 11 sets out the right to associate 
with others. We must exercise our duties under the Act in light of users’ and services’ 
Article 10 and 11 rights and not interfere with these rights unless we are satisfied that to 
do so is prescribed by law, pursues a legitimate aim, is proportionate to the legitimate aim, 
and corresponds to a pressing social need. 

Summary of responses 
A2.45 We did not receive any response which expressly cited Article 10 or 11 of the ECHR, but the 

Free Speech Coalition observed that the use of an ‘age-gate’ may cause some friction in 
terms of access to these regulated services which may deter some users,680 while other 

 

 
679 Human Rights Act 1998 c.42.  
680 Free Speech Coalition response to our December 2023 Part 5 Consultation, p.5.  
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users may be incorrectly identified as underage and therefore barred from accessing the 
site.  

Our final rights assessment 
A2.46 Further to consideration of responses to consultation, we have not made changes to our 

rights assessment for our Part 5 Guidance in respect to the rights to freedom of expression 
and association.  

A2.47 The age assurance duties require service providers to ensure that children are not normally 
able to encounter pornographic content. We therefore believe that our criteria-based 
approach has a limited impact on freedom of expression, in so far as service providers are 
free to implement different forms of age assurance, including age verification or age 
estimation, which is suitable for their platform and user base provided it is highly effective 
in determining if the user is a child. We have also made recommendations on the principle 
of accessibility to ensure adults are not unduly excluded from accessing legal content. They 
are not required to alter or modify their content or the design of their service. Taken 
together we believe our approach is proportionate to the aims of the Act, bearing in mind 
the policy objective is to protect children from accessing pornographic content. 

Privacy 
A2.48 Article 8 of the ECHR sets out the right to respect an individual’s private and family life. The 

use of an age assurance process to determine if a user is a child will involve the collection 
and processing of personal data.  

Summary of responses 
A2.49 The ICO expressed support for the approach taken in the Part 5 Guidance. They stated that 

under data protection law, services must ensure that the amount of personal information 
they collect about a person to verify or assure their age is proportionate. Where less 
intrusive – but still highly effective – methods are available, they should be used.681  

A2.50 Some respondents expressed concern about the amount of personal data that would be 
collected and processed as a result of providers implementing an age assurance process.682 

 

 
681 ICO response to Part 5 Consultation, p.3. 
682 []; Association of Police and Crime Commissioners response to our May 2024 Consultation, p.3; Big 
Brother Watch response to our May 2024 Consultation, pp.22-23; Burville, M response to our December 2023 
Part 5 Consultation, pp.1-3; Collier D, response to our December 2023 Part 5 Consultation, pp.1-3; Free Speech 
Coalition response to December 2023 Part 5 Consultation, p.7; Fringe Dweller Productions response to our 
December 2023 Part 5 Consultation, pp.1-3; Global Network Initiative response to our May 2024 Consultation, 
pp.4-5; Mega Limited response to our May 2024 Consultation, p.14; Hutchison, A response to our December 
2023 Part 5 Consultation, p 2-3; Jackson, EM response to our December 2023 Part 5 Consultation, p 2-3; ID 
Crypt Global response to December 2023 Part 5 Consultation, p.1; Name withheld 9 response to our December 
2023 Part 5 Consultation, p.3; Mid Size Platform Group response to our May 2024 Consultation, p.3; Pinterest 
response to our May 2024 Consultation, p.12; Integrity Institute response to our May 2024 Consultation, pp.2-
3; Northern Ireland Commissioner for Children and Young People (NICCY) response to May 2024 Consultation, 
p.31; Name Withheld 8 response to our December 2023 Part 5 Consultation, pp.2-3; Name Withheld 1 
response to our December 2023 Part 5 Consultation, pp. 1-3; Name Withheld 2 response to our December 
2023 Part 5 Consultation, pp.2-3; Name Withheld 3 response to our December 2023 Part 5 Consultation, pp.1-
3; Name Withheld 4 response to our December 2023 Part 5 Consultation, pp.1-3; Name Withheld 5 response 
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5Rights argued that Ofcom should include ‘privacy preserving’ in the criteria, on the basis 
that this would mandate that services have privacy and security built into their 
processes.683 They also suggested that the criteria must include a requirement that age 
assurance process must only use information necessary for establishing the age of the user 
and delete this information once it has confirmed the age of the user.684 

A2.51 Big Brother Watch and the Integrity Institute warned about the risk of data leaks 
generally.685 Other respondents expressed concern about the privacy implications of 
specific methods of age assurance, for example, ACT - The App Association suggested that 
hard identifiers (such as photo-ID matching) are unnecessarily intrusive because they 
contain more personal information than is needed to determine the age of a user.686 Open 
Rights Group raised concerns around the privacy risks associated with age verification.687  

Our final rights assessment 
A2.52 In response to stakeholder concern around data protection and privacy, we have made the 

following minor amendments to our Part 5 guidance:  

a) We have incorporated references in our Part 5 Guidance to applicable ICO guidance on 
data protection legislation to assist services when implementing their preferred age 
assurance method to enable them to comply with data protection legislation. 

b) We have amended the recommendation that providers retain a written record of the 
outcome of individual age checks for a period of three years (calendar or financial, 
whichever is longer) rather than the five years as proposed in the draft Part 5 Guidance. 

A2.53 The impact of these minor amendments does not change the outcome of our rights 
assessment in regards to privacy and data protection. We consider that it strengthens our 
conclusion that our Part 5 Guidance will not disproportionately impact upon users’ rights 
to privacy and can be achieved in a manner compliant with data protection legislation. 

A2.54 The Part 5 Guidance makes it clear that service providers should follow a data protection 
by design approach when implementing their preferred age assurance method so that they 
comply with data protection legislation. To assist service providers, we have incorporated 
references to applicable ICO guidance on data protection legislation in the Part 5 Guidance. 

A2.55 Provided service providers adopt a highly effective age assurance process, in accordance 
with our recommended criteria, they may choose an age assurance process which 
minimises the amount of personal data collected. This will ensure that adult users are not 
subjected to overly intrusive processes when accessing legal content and are not 

 

 

to our December 2023 Part 5 Consultation, pp.1-3; Name Withheld 6 response to our December 2023 Part 5 
Consultation, pp.1-3; Safazadeh, S, response to our December 2023 Part 5 Consultation, pp.1-3; Shaw, A. 
response to our December 2023 Part 5 Consultation, pp.1-3; Warren A, response to our December 2023 Part 5 
Consultation, pp.2-4; xHamster response to our December 2023 Part 5 Consultation, p.3; xHamster response 
to our May 2024 Consultation, p.2; 14 further confidential individual respondents to our December 2023 Part 5 
Consultation, pp.1-4. 
683 5Rights response to Part 5 consultation, p.2. 
684 5Rights response to Part 5 consultation, p.6.  
685 Big Brother Watch response to our May 2024 Consultation, p.22; Integrity Institute response to our May 
2024 Consultation, p.2. 
686 ACT - The App Association response to our May 2024 consultation, pp.2-3. 
687 Open Rights Group response to Illegal Harms Consultation, p.7.  

https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/accountability-and-governance/guide-to-accountability-and-governance/accountability-and-governance/data-protection-by-design-and-default/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/accountability-and-governance/guide-to-accountability-and-governance/accountability-and-governance/data-protection-by-design-and-default/
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disproportionately impacted. We believe this approach is proportionate to the aim of Part 
5, namely to have processes in place to stop children encountering pornographic content. 

A2.56 We would remind service providers that they are required, under the Act, to keep and 
maintain a written record explaining how the age assurance used is highly effective at 
determining if a user is a child and how they have had regard to privacy and data 
protection legislation. We have exercised our regulatory discretion and made a number of 
recommendations to assist service providers to comply with this requirement in a manner 
which ensures that only necessary data is retained for the purposes of retaining a written 
record. For example, we have explained in the Part 5 Guidance that service providers do 
not need to keep a record of the outcome of individual age checks and we have also 
recommended that the written record is retained for a minimum of three years (either 
calendar or financial), whichever is longer (rather than five years as proposed in the draft 
Part 5 Guidance).  

A2.57 We believe that our approach to implementing HEAA and the record keeping duties will 
assist service providers to limit the extent of any interference with a user’s right to privacy 
while enabling them to comply with their legal requirements. These measures are 
proportionate to the aim of the Act which is to ensure that children are not normally able 
to encounter pornographic content. 

Welsh Language Impact Assessment  
Welsh language legal framework 

A2.58 The Welsh language has official status in Wales. To give effect to this, certain public bodies, 
including Ofcom, are required to comply with the Welsh language standards.688  

A2.59 The Welsh Language (Wales) Measure 2011 made the Welsh language an officially 
recognised language in Wales. This legislation also led to the establishment of the Office of 
the Welsh Language Commissioner who regulates and monitors our work. Ofcom is 
required to take Welsh language considerations into account when formulating, reviewing 
or revising policies which are relevant to Wales (including proposals which are not targeted 
at Wales specifically but are of interest across the UK).689 

A2.60 Accordingly, we have considered: 

a) The potential impact of our policy proposals on opportunities for persons to use the 
Welsh language; 

b) The potential impact of our policy proposals on treating the Welsh language no less 
favourably than the English language; and 

c) How our proposals could be formulated so as to have, or increase, a positive impact, or 
not to have adverse effects or to decrease any adverse effects. 

 

 
688 The Welsh language standards with which Ofcom is required to comply are available on our website. 
689 See Standards 84-89 of Hysbysiad cydymffurfio (in Welsh) and compliance notice (in English). Section 7 of 
the Welsh Language Commissioner’s Good Practice Advice Document provides further advice and information 
on how bodies must comply with the Welsh Language Standards. 

https://www.ofcom.org.uk/__data/assets/pdf_file/0034/96919/Hysbysiad-Cydymffurfio44-Y-Swyddfa-Gyfathrebiadau-en.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0026/96920/Hysbysiad-Cydymffurfio44-Y-Swyddfa-Gyfathrebiadau-cy.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0034/96919/Hysbysiad-Cydymffurfio44-Y-Swyddfa-Gyfathrebiadau-en.pdf
https://www.welshlanguagecommissioner.wales/media/tvunlads/20200921-dg-s-policy-making-standards-final.pdf
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Our consultation position  
A2.61 In Annex 1 of our December 2023 Part 5 Consultation, we considered that setting out that 

service providers can keep their written records in English or Welsh where the provider is 
based in Wales will have a positive effect on opportunities to use the Welsh language and 
on the equal treatment of Welsh and English.  

A2.62 We did not propose any specific language requirement in relation to age assurance process 
or the statutory duty to make a publicly available statement other than that they should be 
accessible. This leaves it open to service providers to decide what language is appropriate, 
including whether to provide a Welsh language version of the age assurance process or 
publicly available statement if, in particular, the service is targeted at Wales or Welsh 
speakers. For these reasons, we considered that our policy proposals will have positive 
effects on opportunities to use Welsh and on treating Welsh no less favourably than 
English. We did not consider that there is scope, acting within our powers, to formulate our 
proposed guidance differently so as to have increased positive effects on these matters. 

Summary of responses  
A2.63 Nexus NI and Te Mana Whakaatu expressed support for our Welsh Language Impact 

Assessment.690 

A2.64 The Age Verification Providers Association said that it would expect its members to provide 
their services, and the notices that explain them, in Welsh (as well as English) where they 
are accessed by users located in Wales.691 

Our updated assessment  
A2.65 We have considered the consultation responses and changes to the guidance (compared to 

the draft guidance) and have not identified any reason to change our Welsh Language 
Impact Assessment. We note the response from the Age Verification Providers Association 
and still consider it appropriate to allow service providers flexibility with respect to 
language as part of our accessibility principle. 

Equality Impact Assessment 
Equality legal framework 

A2.66 Section 149 of the Equality Act 2010 (‘the 2010 Act’) imposes a duty on Ofcom, when 
carrying out its functions, to have due regard to the need to eliminate discrimination, 
harassment, victimisation and other prohibited conduct related to the following protected 
characteristics: age; disability; gender reassignment; marriage and civil partnership; 
pregnancy and maternity; race; religion or belief; sex and sexual orientation.  

A2.67 The 2010 Act also requires Ofcom to have due regard to the need to advance equality of 
opportunity and foster good relations between persons who share specified protected 
characteristics and persons who do not.  

 

 
690 Nexus response to our December 2023 Part 5 Consultation, p.5; Te Mana Whakaatu response to our 
December 2023 Part 5 Consultation p.4. 
691 AVPA response to our December 2023 Part 5 Consultation, p.12. 
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A2.68 Section 75 of the Northern Ireland Act 1998 (‘the 1998 Act’) also imposes a duty on Ofcom, 
when carrying out its functions relating to Northern Ireland, to have due regard to the 
need to promote equality of opportunity and have regard to the desirability of promoting 
good relations across a range of categories outlined in the 1998 Act. Ofcom’s Revised 
Northern Ireland Equality Scheme explains how we comply with our statutory duties under 
the 1998 Act.692 

A2.69 To help us comply with our duties under the 2010 Act and the 1998 Act, we assess the 
impact of our regulatory approach in relation to children’s access assessments, highly 
effective age assurance and Part 5 duties on persons sharing protected characteristics and, 
in particular, whether they may discriminate against such persons or impact on equality of 
opportunity or good relations.  

A2.70 When thinking about equality, we think more broadly than persons that share protected 
characteristics identified in equalities legislation and think about potential impacts on 
various groups of persons (see paragraph 4.7 of our impact assessment guidance693).  

A2.71 In particular, section 3(4) of the CA 2023 also requires us to have regard to the needs and 
interests of specific groups of persons when performing our duties, as appear to us to be 
relevant in the circumstances. These include:  

• the vulnerability of children and of others whose circumstances appear to us to 
put them in need of special protection; 

•  the needs of persons with disabilities, older persons and persons on low incomes; 
and  

• the different interests of persons in the different parts of the UK, of the different 
ethnic communities within the UK and of persons living in rural and in urban areas.  

A2.72 We examine the potential impact our policy is likely to have on people, depending on their 
personal circumstances. This also assists us in making sure that we are meeting our 
principal duty of furthering the interests of citizens and consumers. 

Our consultation position 
A2.73 In Annex 1 of our December 2023 Part 5 Consultation, we considered whether our 

proposed guidance would have a particular impact on persons sharing protected 
characteristics (race, age, disability, sex, sexual orientation, gender reassignment, 
pregnancy and maternity, marriage and civil partnership and religion or belief in the UK), 
and in particular whether it may discriminate against such persons or impact on equality of 
opportunity or good relations. We must also have due regard to the need to promote 
equality of opportunity and good relations across a range of categories, including those 
with different political opinions and between those with dependents and those without, as 
set out in the Northern Ireland Act 1998.  

A2.74 Taking account of our general duties under section 3 of the 2003 Act, we considered more 
broadly whether there were potential impacts on other groups, beyond those that share 
protected characteristics identified in equalities legislation, such as persons on low 
incomes. 

 

 
692 Ofcom, 2014. Revised Northern Ireland Equality Scheme for Ofcom. 
693 Ofcom, 2023. Impact assessment guidance. 

https://www.ofcom.org.uk/__data/assets/pdf_file/0023/123737/Revised-NI-Equality-Scheme.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0026/264707/Impact-assessment-guidance.pdf
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A2.75 The implementation of age assurance using facial estimation alone has the potential to 
have a greater negative impact on users with the following protected characteristics: 

• Age – young adults who are over 18 years old, but who look younger than their 
age could be negatively affected by false positives that indicate they are under 18 
due to being closer to the age threshold;  

• Race – some age assurance methods may show varying levels of accuracy against 
users of different races or with different skin tones; and, 

• Disability – users who have a disability which contributes to a visible difference in 
appearance could be negatively affected if the technology relies solely on facial 
age estimation that has been trained using a narrow set of example faces. 

A2.76 Age assurance methods which rely on the use of ID documents also may have a greater 
negative impact for users from disadvantaged backgrounds, who are statistically less likely 
to have a passport or driving licence.  

A2.77 We noted that no single method may be completely free of bias and our proposed 
guidance was designed to help service providers mitigate the potential negative equalities 
impacts.  

A2.78 We set out criteria to assist service providers to implement an age assurance process that 
is highly effective. This includes the criterion of fairness, which requires the service 
provider to consider the extent to which an age assurance method avoids or minimises bias 
and discriminatory outcomes. In addition, we proposed that service providers should 
consider incorporating the principle of accessibility to ensure that the age assurance 
process is easy to use and does not unduly prevent adults from accessing legal content due 
to their characteristics or whether they are members of a certain group. 

Summary of responses  
A2.79 In relation to Part 5, Sack the Act respondents stated the impact assessment did not 

discuss the risk of ‘outing’ members of the lesbian, gay, bisexual, and transgender 
community when they “verify their identities” on websites.694 

Our updated impact assessment  
A2.80 We have considered consultation responses and have not identified any reason to change 

our Equality Impact Assessment. 

A2.81 As we set out above in paragraph 2.23 of this statement, age assurance solutions must be 
designed and deployed in compliance with data protection law and follow a data 
protection by design approach.695 This includes where age assurance is required by the Act.  

A2.82 Specifically, we are not recommending that service providers should undertake identity 
verification or obtain or retain any specific types of personal data about individual users as 
part of their highly effective age assurance processes. Our guidance for highly effective age 
assurance gives service providers flexibility as to the methods they use, rather than 
specifically recommending they should rely on identity documentation. Further, the UK 
GDPR requires that service providers, when implementing age assurance methods, collect 

 

 
694 Sack the Act responses to our December 2023 Part 5 Consultation, pp.5-6. 
695 ICO, Data protection by design and by default. 

https://ico.org.uk/for-organisations/law-enforcement/guide-to-le-processing/accountability-and-governance/data-protection-by-design-and-by-default/
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the minimum amount of personal data required for the process, and do not retain any 
personal data collected by the method for longer than is needed. Service providers must 
not use personal data collected for the purpose of age assurance for any other 
incompatible purpose.696 This ameliorates user privacy and security risks potentially posed 
by age assurance methods, thereby allaying the concerns of the Sack the Act respondents.  

Assessing the impact of changes to our final guidance 
A2.83 We believe none of the changes to the guidance require any change to our Equality Impact 

Assessment. 

Assessing the impact of our Children’s Access 
Assessments Guidance 
A2.84 In this sub-section, we set out our assessment of the likely impact of our guidance for 

service providers on complying with their duties to carry out children’s access assessments, 
including a summary of our consultation position, and how we have considered responses 
to our consultation. This impact assessment also captures the impact of our Part 3 HEAA 
Guidance in the context of Stage 1 of our children’s access assessment guidance, which 
makes reference to highly effective age assurance.697 

A2.85 The Act itself sets specific duties for providers of Part 3 services to carry out suitable and 
sufficient children’s access assessments and defines relevant concepts such as “likely to be 
accessed by children” and “the child user condition” as well as specifying how frequently 
and in what circumstances these children’s access assessments should be carried out. The 
Act requires us to provide guidance to assist services in complying with their duties. Our 
assessment focuses on areas where we have exercised discretion in making specific 
recommendations about the steps providers should take to comply with these duties. 

A2.86 As discussed in Section 5 (paragraph 5.10), we have exercised discretion in preparing the 
guidance in specific areas: 

• Age assurance for children’s access assessments, where our Guidance says that 
where providers conclude that it is not possible for children to access a service, or 
a part of it, because they are using age assurance, that age assurance should be 
“highly effective”.  

• Our approach to the child user condition, where we have provided a non-
exhaustive list of indicative factors to consider when assessing both criteria of the 
child user condition.  

• What constitutes a “significant number” of children, where the guidance says 
that a relatively small number or percentage of children could be a significant 
number depending on the context. “Significant number” does not mean that a 

 

 
696 Section 1.3 of the Information Commissioner’s Opinion for Age Assurance.  
697 The Part 3 HEAA Guidance will also be relevant to any measures in our codes of practice for Part 3 services 
that refer to highly effective age assurance, which we do not consider here. Our May 2024 Consultation 
proposed such measures and included our impact assessment of these; we will confirm our position for these 
measures separately in our Protection of Children statement in April 2025.  

https://ico.org.uk/about-the-ico/what-we-do/information-commissioners-opinions/age-assurance-for-the-children-s-code/3-age-assurance-methods
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large number of children must be using a service or that children form a 
substantial proportion of users. 

• How service providers can assess whether they are “of a kind likely to attract a 
significant number of children”. We have recommended that providers consider 
the factors provided in the guidance, and any other relevant factors, to build an 
understanding of whether their service is likely to attract a significant number of 
children.  

A2.87 We received a number of responses on the above issues and have summarised our 
assessment of the impact of this guidance on various stakeholder groups below. Our 
summary in the following subsections focuses on any responses which disagreed with 
aspects of our impact assessment or otherwise raised specific issues, including in relation 
to the burden on small and micro businesses. 

A2.88 We have not made any material changes to our position since the consultation. We have 
made a number of clarificatory changes to the final version of the guidance which are set 
out from paragraph 5.16 of this statement.  

Impact on regulated service providers, including small and 
micro businesses  
Our consultation position  
A2.89 In our May 2024 Consultation, we set out that most services will conclude that they are 

likely to be accessed by children. We acknowledged this will result in providers of small, 
low-risk services incurring costs of conducting a children’s risk assessment and taking 
appropriate steps to comply with the children’s safety duties. We considered that this 
largely results from the Act itself and its intent to mitigate risks to children.  

A2.90 We set out that based on our proposals related to the child user condition, most services 
were likely to conclude that they are likely to be accessed by children, and that carrying out 
children’s access assessments will entail only small or negligible costs in most cases. These 
costs largely derive from the requirements of the Act. Due to the costs being assessed to 
be small or negligible based on the evidence set out in our May 2024 Consultation, we 
considered the costs to be proportionate in the context of harm to children that the Act 
seeks to mitigate. 

A2.91 For providers that already use age assurance on their service, there would be some costs in 
the first stage of the assessment arising from familiarisation with our guidance on highly 
effective age assurance and assessing it against the kind of age assurance method used by 
the service, to determine whether it is highly effective. For any services that use highly 
effective age assurance to comply with specific requirements in the Act to do so, or as part 
of implementing recommended Code of Practice measures related to highly effective age 
assurance,698 such costs would be incurred anyway. However, in any cases where services 
use age assurance without this being required by the Act or recommended by our Code of 
Practice measures, these familiarisation and assessment costs would be additional. 

 

 
698 We will publish our final decisions on our Protection of Children Codes in April 2025, including an 
assessment of the likely impacts. 
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A2.92 Where providers go on to the second stage of the assessment (to determine whether the 
child user condition is met), we believed that it would require, at minimum, a staff member 
who would need to read our Children’s Access Assessments Guidance, assess, and record 
the outcome. We expected that most of these service providers will conclude that their 
services are likely to be accessed by children. For those services, we estimate that reading 
our Children’s Access Assessments Guidance, carrying out the assessment and recording 
the outcome would take one day of work or less in most cases.  

A2.93 We set out that more significant direct costs may apply in limited cases where services 
believe they are not likely to be accessed by children and decide, at their discretion, to 
conduct additional work to establish relevant evidence that demonstrates that the child 
user condition is not met, in line with our proposed guidance. Such costs may reflect 
analysis related to the number of children on the service to demonstrate the first part of 
the child user condition is not met. Service providers may also undertake analysis to build 
evidence related to the appeal of the service to children, to demonstrate that the second 
part of the child user condition is not met. 

A2.94 In both cases we indicated that the costs may include staff costs and/or external costs (e.g., 
market research commissioned from specialist third-party providers). These costs could 
vary greatly depending on the context of the service, including the existing evidence the 
service holds about its age assurance process, its user base, and its appeal to children. For 
example, commissioning detailed market research could cost tens of thousands of pounds 
in some cases. We considered that such costs are likely to scale with size of service to some 
extent. We expected that some services with a very small user base may be able to 
demonstrate that the child user condition is not met without having to incur large 
expenses. We provided some illustrative case studies at Annex 2 of the draft Children’s 
Access Assessments Guidance to help service providers understand what such an 
assessment might look like.699  

A2.95 Overall, the costs of a suitable and sufficient assessment, required by the Act, mean that 
the costs incurred by our approach to the assessment are proportionate to the aims of the 
Act. Our proposed guidance set a high standard for the evidence services are expected to 
have to demonstrate they are not likely to be accessed by children. As explained above, we 
recognised that some services could incur additional costs in trying to demonstrate – at 
their discretion – that they are not likely to be accessed by children. 

A2.96 We considered that our proposed approach – and any direct costs resulting to service 
providers – was proportionate when weighed against the significant benefits to children 
from reducing the likelihood that services with potential risks of harm to children conclude, 
incorrectly, that they are not likely to be accessed by children. We considered that our 
proposed approach also gave service providers the flexibility to choose whether to invest in 
building evidence or taking any additional steps (such as implementing highly effective age 
assurance) which may demonstrate that their services are not likely to be accessed by 
children. Alternatively, service providers could avoid the associated costs by concluding 
that they are likely to be accessed by children.  

 

 
699 Ofcom, 2023, Annex 2: draft Guidance on age assurance and other Part 5 duties for service providers 
publishing pornographic content on online services 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/associated-documents/annex-2-guidance-for-service-providers-publishing-pornographic-content-online/?v=368675
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/272586-consultation-guidance-for-service-providers-publishing-pornographic-content/associated-documents/annex-2-guidance-for-service-providers-publishing-pornographic-content-online/?v=368675
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Summary of responses  
A2.97 The majority of respondents did not directly respond to the impact assessment of our 

Children’s Access Assessments Guidance. A limited number of respondents disagreed with 
aspects of our impact assessment in our draft Children’s Access Assessments Guidance. 

A2.98 The following respondents raised general concerns that our proposed approach to 
children’s access assessments would be burdensome, particularly for small and micro 
businesses: 

• Ukie said that the requirements will be burdensome for its members, including the 
start-ups, micro and SMEs. They said that smaller game developers may not be 
able to comply with the “complex requirements”, which can curtail the innovation 
and diversity of the market.700 

• Inkbunny said that the approach should account for organisations which do not 
have a commercial business model.701 

• The Federation of Small Businesses said that the time to comply with the 
regulation could disproportionately impact small businesses with only a handful of 
employees.702 

A2.99 Two respondents commented more specifically on the meaning of ‘significant’ number of 
children and the impacts of the proposed approach. Global Network Initiative said that the 
broad definition of ‘significant’ number of children would put undue burden on smaller or 
not for profit services.703 The Advertising Association said that our interpretation of a 
‘significant number of children’ would put a “compliance burden on services not primarily 
aimed at children”, and place prohibitive costs on new start-up services.704 

A2.100 Several respondents made comments related to highly effective age assurance, which the 
Children’s Access Assessment guidance refers to as the basis for demonstrating that a 
service or a part of the service cannot normally be accessed by children (Stage 1 of our 
guidance). We summarise these responses in the following paragraphs. 

A2.101 DuckDuckGo said that our proposed approach means that certain services may have to 
choose between offering a child-friendly version for all users or collecting and processing 
the personal data of users through age assurance. They characterised both these outcomes 
as being disproportionate. [].705 Skyscanner and Mobile Games Intelligence Forum were 
concerned that implementing highly effective age assurance would create friction in the 
user experience.706 One respondent said that the user friction of age assurance will lead to 
an increase in users leaving the service rather than completing age assurance, which will 
result in a loss of revenue. They said that the loss of revenue could be substantial, and 
particularly disproportionate for fundamentally negligible/low risk firms.707 The Online 

 

 
700 Ukie response to our May 2024 Consultation, p.8. 
701 Inkbunny response to our May 2024 Consultation, p.2. 
702 Federation of Small Businesses response to our May 2024 Consultation, p.3. 
703 Global Network Initiative response to our May 2024 Consultation, p.3. 
704 Advertising Association response to our May 2024 Consultation, p.3. 
705 DuckDuckGo response to our May 2024 Consultation, p.3. 
706 Mobile Games Intelligence Forum response to our May 2024 Consultation, p.2; Skyscanner response to our 
May 2024 Consultation, p.3. 
707 [] 
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Dating and Discovery Association said that our proposed approach could mean some 
smaller service providers stop trading.708  

A2.102 Yoti said that service providers which rely on providers of third-party age assurance 
services may not incur significant costs to demonstrate their approach meets the criteria 
for highly effective age assurance since providers of third-party age assurance services 
typically have readily available documentation on the performance of their solutions.709 

A2.103 Online Dating and Discovery Association called for Ofcom to align with ICO guidance which 
states that they do not expect services to “implement age assurance methods that: are not 
currently technically feasible; pose a significant and disproportionate economic impact on 
businesses; or pose risks to the rights and freedoms of people that are disproportionate to 
the other processing activities on the service”.710 

Our updated impact assessment  
A2.104 We have considered consultation responses and have concluded that our assessment of 

impacts on service providers broadly still applies. We clarify some aspects of our 
assessment below, in response to specific stakeholder responses. 

A2.105 In response to general comments from stakeholders on the costs of following our 
Children’s Access Assessments Guidance (as set out in paragraph A2.98), we note that all 
Part 3 services are required by the Act to carry out children’s access assessments and the 
costs that arise from this exercise, as well as the consequences that follow if services are 
‘likely to be accessed by children’ as a result follow from the requirements of the Act. We 
therefore have not sought to assess these direct impacts. We designed the children’s 
access assessment process with this in mind, aiming to make it a straightforward exercise 
for most services. We maintain that costs of carrying out the assessment itself are likely to 
be small or negligible, except in cases where services intend to demonstrate that they are 
not likely to be accessed by children and need to gather evidence or take additional steps 
to support this conclusion, as part of a suitable and sufficient children’s access assessment. 
We remain of the view that the process we proposed ensures costs are proportionate, 
including for small and micro businesses. Our case studies at Annex 2 of the Children’s 
Access Assessments Guidance also illustrate that some services with a very small user base 
may be able to demonstrate that the child user condition is not met without having to 
incur large expenses. 

A2.106 In response to stakeholder comments about the implications of implementing age 
assurance, including its cost and the processing of personal data, we note that our 
Children’s Access Assessments Guidance does not recommend that service providers adopt 
highly effective age assurance. Any service provider who implements highly effective age 
assurance for the purpose of demonstrating that its service or a part of the service cannot 
normally be accessed by children (Stage 1 of our guidance) chooses to do so at its own 
commercial discretion. In such cases, our criteria-based approach in the Part 3 HEAA 
guidance gives service providers flexibility to adopt a highly effective age assurance process 
that best suits their needs and to pursue cost-effective approaches, as long as the relevant 

 

 
708 Online Dating and Discovery Association response to our May 2024 Consultation, pp.2-3. 
709 Yoti response to our May 2024 Consultation, p.8. 
710 Online Dating and Discovery Association response to our May 2024 Consultation, p.3. 
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criteria are met. Our assessment is that age assurance which is not highly effective could 
entail a material risk that children are normally able to access the service or part of the 
service and therefore not protected from harm. 

A2.107 We have considered the views of respondents who were concerned that our approach 
meant services would either need to offer a child-friendly version of the service to all users 
or collect and process data for age assurance. We acknowledge that this could cause some 
services to lose revenue or even leave the UK market. We have considered these views and 
are of the view that this risk is predominantly derived from the Act rather than by exercise 
of our discretion. This is because the Act requires that where children are normally able to 
access services (because no highly effective age assurance is in place) and the child user 
condition is met, such services must comply with the children’s risk assessment and 
children’s safety duties, with the effect that the service is a child-friendly version of the 
service. As such, the Act has the consequence of added friction where highly effective age 
assurance is implemented or where there are alterations to the service to comply with the 
children’s safety duties. Should services wish to continue to operate in the UK market, they 
are required to comply with this legal framework and potential costs to the service are a 
consequence of the Act rather than due to the exercise of Ofcom’s discretion. This 
outcome is proportionate to the Act’s aim to ensure a safer online experience for children, 
and a higher level of protection than for adult users. 

A2.108 In response to Online Dating and Discovery Association’s comments, our Part 3 HEAA 
Guidance gives service providers flexibility in adopting the age assurance process that best 
suits their needs, which includes selecting methods which are technically feasible for them 
or are otherwise preferable for their specific context, subject to meeting the expectations 
set out in the Guidance. 

Rights assessment  
A2.109 Further to consideration of stakeholder responses to consultation, we have not changed 

our rights assessment for the Children’s Access Assessment Guidance. This derives from 
the children’s access assessment being evaluative rather than requiring any positive action 
by service providers that could infringe upon user rights. Ofcom’s interpretation of the 
child user condition, particularly the “significant number” element of both parts of the 
child user condition is likely to mean that most services find that children are likely to 
access their service within the meaning of the Act. This is largely a consequence of the Act 
itself, which seeks to ensure that where children are likely to access services, their 
experience will be child-friendly. Where services conclude that they are not likely to be 
accessed by children due to the use of highly effective age assurance, this may build in 
friction for adult users who are required to verify that they are not children. In our view, 
this friction is proportionate to the aims of the Act, including that children be provided a 
higher level of protection that adults. As such, our conclusion is that our approach to the 
children’s access assessment set out in our Guidance is proportionate to the aims of the 
Act.  



 

 

163 
 

A2.110 In Annex 1 we have set out Ofcom’s duties under the ECHR.711 In carrying out our rights 
assessments under the Children’s Access Assessments Guidance, we have addressed the 
relevant rights impacts on users, services and other persons and have considered the 
extent to which our proposals may interfere with certain rights in the ECHR as set out in 
Schedule 1 of the Human Rights Act 1998. Further detail is set out in Annex 1.  

A2.111 The purpose of the guidance is to assist service providers in complying with the duties 
relating to children’s access assessments, which is a statutory requirement, set out in the 
Act. In developing our approach to this guidance we have, as set out above, exercised 
some degree of discretion as to how we do this. Our approach to the Children’s Access 
Assessments Guidance means that providers would be asked to consider a number of 
aspects relating to user access, age assurance and the make-up of a service itself, for 
example, the types of content hosted and the service design.  

A2.112 As noted above, we have considered the impact of our Part 3 HEAA Guidance in the 
context of Stage 1 of our Children’s Access Assessment Guidance, which makes reference 
to highly effective age assurance. However, we have not taken into account stakeholder 
comments about the rights impacts associated with our proposed age assurance measures 
in our draft Protection of Children Code for user-to-user services, in relation to which the 
Part 3 HEAA Guidance is also relevant. We will address those impacts in April when we 
reach decisions on the Protection of Children Codes. 

Freedom of expression and freedom of association 
Summary of responses 

A2.113 In response to our consultation position on stage one of the children’s access assessment, 
Big Brother Watch opposed the fact that services could only rule themselves out scope of 
the children’s safety duties if they had highly effective age assurance, as they suggested 
that this forces services to implement age assurance or content moderation tools which 
would have adverse impacts on individuals’ rights to both free expression and privacy.712 
Some respondents suggested that services might choose to use highly effective age 
assurance to block children altogether rather than creating child safe experiences.713 
Integrity Institute argued that “age assurance overall provides a poor grounding and 
foundation for child safety.”714 The Advertising Association and Global Network Initiative 
also highlighted that the children’s access assessment means that it is likely that many 
services may choose to adopt highly effective age assurance.715 Some respondents were 
concerned that implementing highly effective age assurance may create friction in the user 
experience.716 

 

 
711 Human Rights Act 1998 c.42.  
712 Big Brother Watch response to our May 2024 Consultation, p.2. 
713 Big Brother Watch response to our May 2024 Consultation, p.3; Global Network Initiative response to our 
May 2024 Consultation, p.4; Samaritans response to our May 2024 Consultation, p.4. 
714 Integrity Institute response to our May 2024 Consultation, p.2. 
715 Advertising Association response to our May 2024 Consultation, p.3; Global Network Initiative response to 
our May 2024 Consultation, p.4.  
716 Mobile Games Intelligence Forum response to our May 2024 consultation, p.2; Skyscanner response to our 
May 2024 consultation, p.3; Mid Size Platform Group response to our May 2024 Consultation, p.3. 
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A2.114 DuckDuckGo suggested that the approach means that certain services may have to choose 
between offering a child-friendly version for all users or collecting and processing the 
personal data of users through age assurance. They characterised both these outcomes as 
being disproportionate. []. Free Dating Limited highlight that the high user dop-off rate 
associated with HEAA may make businesses unviable.717 

A2.115 As noted at paragraph [5.126], some respondents suggested that services might choose to 
use highly effective age assurance to block children altogether rather than creating child 
safe experiences. The NSPCC suggested this could have “significant, negative implications 
for children’s rights to access the online world and make use of digital services”.718  

Our final rights assessment 

A2.116 We consider that our guidance would not disproportionately interfere with users’ 
(including children and adults) rights to freedom of expression or association. 

A2.117 Our approach to children’s access assessments recommends that service providers assess 
their service(s), or a part of the service, and determine whether it is possible for children to 
access it and whether one or both limbs of the child user condition are met, in line with the 
requirements of the Act. It does not require or recommend that services make any changes 
to their services or implement technologies that are not already in place, such as 
implementing highly effective age assurance.  

A2.118 While some services may take a commercial decision to implement highly effective age 
assurance to avoid the need to implement the child safety duties, they will nonetheless still 
be subject to illegal content duties which, in some cases, overlap with child safety duties 
lessening the ability (and therefore, the incentive) to avoid duties under the online safety 
regime by implementing highly effective age assurance. As such, we consider widespread 
implementation of highly effective age assurance purely for the purpose of avoiding 
children’s duties is unlikely to materialise and as such that the impact to users’ rights to 
freedom of expression and freedom of association is likely to be limited.  

A2.119 We have considered respondents’ concerns that the impact of either implementing highly 
effective age assurance or complying with the child-safety duties to create a child-friendly 
service experience are disproportionate, and that the high user drop off rate may make 
business unviable and limit the ability of UK users to exercise their rights to freedom of 
expression and association via these services. The framework by which services must 
comply with the child safety duties if it is possible for children to access the service and 
likely that they will do so derives from the Act itself. The Act provides a higher level of 
protection to children online than adults and therefore the operation of the children’s 
access assessment bringing most services to be in scope of child safety duties is 
proportionate to that aim.  

A2.120 We have taken the decision in the context of the Children’s Access Assessment Guidance 
that age assurance needs to be highly effective in order to conclude it is not possible for 
children to access the service (or part of it) because it is unlikely that forms of age 
assurance that are not highly effective at determining if a user is an adult or child would be 

 

 
717 Free Dating Limited response to our May 2024 Consultation, p.2.  
718 NSPCC Response to our May 2024 Consultation, p.6. 
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able to ensure compliance with the Act. As such, our approach is guided by the Act and the 
intentions underpinning children’s access assessments, including that children be given a 
higher level of protection than adults. We consider the friction and impact to adults’ 
freedom of expression derives from the Act’s requirement that services undertake 
children’s access assessments. We consider our approach to the children’s access 
assessment is proportionate to the benefits to children by services either implementing 
highly effective age assurance or implementing child safety duties.  

A2.121 We accept that there will be some friction for adult users using services that implement 
highly effective age assurance. We consider providers have incentives to make their age 
assurance process as user-friendly as possible and limit friction to adult users. Alongside 
this, the public awareness campaigns that Ofcom will run to encourage adults to engage 
with age assurance rather than visit sites that may be less safe. We also note that users 
identified as adults via services’ age assurance process will be able to use the service, 
limiting the impact of this upon their freedom of expression and association.  

A2.122 In response to comments made by the NSPCC of potential significant, negative implications 
for children’s rights to online access, we acknowledge that if services choose to implement 
highly effective age assurance to prevent children from accessing the entire Part 3 service 
(or a part of it), this would have an impact on children’s rights to freedom of expression 
and association, as they would no longer be able to access these services (or the relevant 
parts of those services). However, we consider that this is an impact that arises from 
services’ commercial decisions (in line with their own rights under Article 10 to control the 
users they allow to access their services), rather than as a result of Ofcom’s approach taken 
in the Children’s Access Assessments Guidance, as we are not recommending that services 
must use highly effective age assurance. We also consider that it would not be in the best 
interests of children if services were permitted to implement a form of age assurance for 
the purposes of stage 1 of the children’s access assessment which was not highly effective 
at correctly determining whether or not users are children. This is because there would be 
a material risk children would still be able to access the service without benefiting from 
appropriate protections from harm as required under the children’s safety duties in the 
Act.  

A2.123 We consider the impact on providers’ and users’ freedom of expression to be limited 
insofar as the measures will not require services to actively alter the design of their service. 
The factors that we suggest that services have regard to when determining whether they 
are of a kind likely to attract a significant number of users who are children include 
particular types of content and the ways in which a service might be appealing or beneficial 
to children as a result of functionalities or the presentation of a service. In considering 
whether the child user condition is met, we do not suggest that providers should take any 
particular steps on content or the design features of a service, rather they are to consider 
the service as a whole, including data on the number of users if available (and reliable) and 
determine whether either or both limbs of the child user condition is met. As our approach 
to the assessment does not recommend a change to services’ operation, we do not 
consider the impact on service providers’ freedom of expression to be significant. 

Privacy and data protection 
A2.124 We refer to the human rights legal framework in regards to privacy in the UK, set out in 

Annex 1. Below we consider stakeholder concerns about the privacy and data protection 
impacts of our approach to the children’s access assessment. 
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Summary of responses 

A2.125 Privacy concerns of stakeholders in response to the consultation can be summarised as 
follows: 

• Some respondents raised user privacy concerns associated with the 
implementation of highly effective age assurance.719 Global Network Initiative 
suggested taking a more flexible approach to children’s access assessments and 
age assurance until more rights-protecting age assurance methods are 
available.720 Some respondents expressed concern about the amount of personal 
data that would be collected and processed because of providers implementing 
age assurance.721 Big Brother Watch and the Integrity Institute warned about the 
risk of data leaks generally.722 

• Some stakeholders expressed concern about the privacy and data protection 
impact of children’s access assessments. Northeastern University London and 
Wikimedia were concerned that carrying out children’s access assessments would 
lead to services intrusively monitoring and tracking users.723 

Our updated rights assessment 

A2.126 We consider that our guidance would not disproportionately interfere with users’ 
(including children and adults) rights to privacy. As noted above, we have exercised our 
regulatory discretion to set out that, where a provider seeks to conclude that children are 
not normally able to access a service or a part of it, any age assurance which is being used 

 

 
719 Skyscanner response to our May 2024 Consultation, p.3; DuckDuckGo response to our May 2024 
Consultation, pp.2-3; Global Network Initiative response to our May 2024 Consultation, pp.4-5. 
720 Global Network Initiative response to our May 2024 Consultation, p.5. 
721 []; Association of Police and Crime Commissioners response to our May 2024 Consultation, p.3; Big 
Brother Watch response to our May 2024 Consultation, pp.22-23; Burville, M response to our December 2023 
Part 5 Consultation, pp.1-3; Collier D, response to our December 2023 Part 5 Consultation, pp.1-3; Free Speech 
Coalition response to December 2023 Part 5 Consultation, p.7; ; Fringe Dweller Productions response to our 
December 2023 Part 5 Consultation, pp.1-3; Global Network Initiative response to our May 2024 Consultation, 
pp.4-5; Mega Limited response to our May 2024 Consultation, p.14; Hutchison, A response to our December 
2023 Part 5 Consultation, p 2-3; Jackson, EM response to our December 2023 Part 5 Consultation, p 2-3; ID 
Crypt Global response to December 2023 Part 5 Consultation, p.1; Name withheld 9 response to our December 
2023 Part 5 Consultation, p.3; Mid Size Platform Group response to our May 2024 Consultation, p.3; Pinterest 
response to our May 2024 Consultation, p.12; Integrity Institute response to our May 2024 Consultation, pp.2-
3; Northern Ireland Commissioner for Children and Young People (NICCY) response to May 2024 Consultation, 
p.31; Name Withheld 8 response to our December 2023 Part 5 Consultation, pp.2-3; Name Withheld 1 
response to our December 2023 Part 5 Consultation, pp. 1-3; Name Withheld 2 response to our December 
2023 Part 5 Consultation, pp.2-3; Name Withheld 3 response to our December 2023 Part 5 Consultation, pp.1-
3; Name Withheld 4 response to our December 2023 Part 5 Consultation, pp.1-3; Name Withheld 5 response 
to our December 2023 Part 5 Consultation, pp.1-3; Name Withheld 6 response to our December 2023 Part 5 
Consultation, pp.1-3; Safazadeh, S, response to our December 2023 Part 5 Consultation, pp.1-3; Shaw, A. 
response to our December 2023 Part 5 Consultation, pp.1-3; Warren A, response to our December 2023 Part 5 
Consultation, pp.2-4; xHamster response to our December 2023 Part 5 Consultation, p.3; xHamster response 
to our May 2024 Consultation, p.2; 14 further confidential individual respondents to our December 2023 Part 5 
Consultation, pp.1-4. 
722 Big Brother Watch response to our May 2024 Consultation, p.22; Integrity Institute response to our May 
2024 Consultation, p.2. 
723 Northeastern University London response to our May 2024 Consultation, p.8; Wikimedia response to our 
May 2024 Consultation, p.3. 
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to achieve that result should be highly effective at correctly determining whether a 
particular user is a child. Ofcom’s proposed approach to the child access assessment, 
however, did not recommend services should specifically implement age assurance 
measures, nor recommend they process or retain any specific kinds of personal data which 
they would not already have available to them to carry out the children’s access 
assessment, though it may entail the processing of existing data available to them for new 
purposes. This could be done in a data minimising way, i.e. not recording any more detail 
of the user than is necessary and only based upon the data that services already collect. 

A2.127 As we stated in our consultation, we consider that the only services likely to have 
sufficiently accurate data on the age of their users for this purpose would be those using 
highly effective age assurance. The ICO’s opinion on age assurance in its Children’s code724 
is clear that it is both possible and a legal requirement to operate age assurance in a 
privacy-preserving way. We address this in the ‘Privacy, data protection and security 
concerns with highly effective age assurance’ section of this Statement from paragraph 
3.262. Built into the children’s access assessment is the requirement that services consider 
whether it is possible for children to access their service (or part of it). Our approach is that 
services are only able to conclude that it is not possible for children to access their service 
where they are using highly effective age assurance. Processing of user data is not required 
for services to identify whether or not their service currently implements highly effective 
age assurance.  

A2.128 Our approach to the child user condition does not recommend the processing of personal 
data. In relation to the child user condition, we exercise our regulatory discretion to set out 
what we consider to be relevant factors which providers should consider when assessing 
whether a service has a significant number of children who are users of the service, or 
whether the service is of a kind likely to attract a significant number of users who are 
children. The factors we set out within the guidance are broad in scope reflecting the 
diversity of services in scope of the Act and evidence on children’s online habits.  

A2.129 We acknowledge that if all Part 3 services who do not currently implement highly effective 
age assurance sought to track and monitor user data to form a view as to how many users 
of their service are likely to be children, this would lead to widespread and significant 
processing of users’ personal data. This is not what we are recommending in the Children’s 
Access Assessment Guidance, and instead we have set out a list of factors for services to 
consider when assessing whether their service is likely to meet the child user condition, 
including whether a significant number of their users are children. We have adopted an 
approach that is more context-specific rather than using a numerical threshold to assist 
services in taking a more holistic approach to considering the nature of their service and to 
reflect the diverse range of services undertaking this assessment. This approach does not 
recommend or require the processing of new or existing user data to reach a decision as to 
whether the child user condition is met. Our approach also does not recommend the 
profiling of users, such as through age inference technologies. We remind respondents 
who have expressed concerns about the use of the term “significant number” that while 
Ofcom has discretion to explain a ‘significant number of users who are children’ within the 
context of the child user condition, the ‘significant number’ concept derives from the Act 

 

 
724 ICO, 2024, Age Assurance for the Children's Codes.[accessed 22 December 2024]. 
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and therefore must apply. As such, the possibility of services choosing to process users’ 
personal data to calculate the number of child users they have would exist no matter how 
Ofcom uses its discretion to explain ‘significant number’. 

A2.130 We consider that our approach to implementing highly effective age assurance may help to 
safeguard users’ rights to privacy as it should help to limit the risk of incorrect assessments 
of age due to ineffective age assurance methods, provided that services take account of 
our recommended approach set out in the Part 3 HEAA Guidance. In addition, we are clear 
that any processing of personal data for the purposes of implementing highly effective age 
assurance, or otherwise for the purposes of carrying out the children’s access assessment, 
would need to be carried out in accordance with data protection legislation. 

Welsh Language Impact Assessment  
A2.131 We refer to the legal framework regarding the Welsh language in A2.58 above where we 

set out Ofcom’s duties under The Welsh Language (Wales) Measure 2011 to comply with 
certain Standards in relation to the Welsh language.  

Our consultation position  
A2.132 The Act specifies that services must keep a written record of their children’s access 

assessment.725 In our draft Children’s Access Assessments Guidance we proposed that 
services can choose to keep written records in English or, for service providers based in 
Wales, in English or Welsh. 

Summary of responses  
A2.133 We did not receive any stakeholder pushback or alternative recommendations in relation 

to our Welsh Language Impact Assessment for the children’s access assessment. 

Our updated impact assessment 
A2.134 Further to consideration of stakeholder responses, we have not identified any reason to 

change our Welsh Language Impact Assessment and will be maintaining the position set 
out at consultation that services can choose to keep written records in English or, for 
service providers based in Wales, in English or Welsh. 

Equality Impact Assessment 
A2.135 In A2.66 above we have set out Ofcom’s duties under the EA 2010 and the Northern 

Ireland Act 1998.  

A2.136 In relation to children’s access assessments, we consider that the Guidance should help to 
secure a higher level of protection to children, by helping service providers understand 
how to comply with their duties to carry out suitable and sufficient children’s access 
assessments. This in turn will contribute to mitigating against the risk that Part 3 services 
which are likely to be accessed by children wrongly conclude that they are not likely to be 
accessed by children and therefore do not comply with the duties in the Act to carry out 
children’s risk assessments and takes steps to protect children from harm. This ensures 

 

 
725 Section 36(7) of the Act.  
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that children using regulated services will have a safer online experience by being subject 
to the safeguards and support of the children’s safety duties. 

A2.137 Our approach in the Children’s Access Assessments Guidance sets out that services are 
only able to conclude that it is not possible for children to access a service where they have 
highly effective age assurance in place. In setting this approach, we have considered the 
potential discriminatory impacts and biases built into some age assurance technologies and 
processes. We have addressed this risk in our consideration of the equality impacts of our 
approach to Part 5 at A2.75 above. We do not recommend or encourage the processing of 
user data to infer users’ age and thereby does not build in the potential for bias and 
incorrect judgments by use of age inference technologies. We instead encourage that 
services undertake a holistic consideration of their service to determine whether the child 
user condition is met, without profiling users on that service.  
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A3. Children’s access 
assessments: sources of 
evidence 

A3.1 This annex sets out the evidence we drew on in formulating the list of factors for service 
providers to consider when determining whether the child user condition is met as part of 
a children’s access assessment (Children’s Access Assessments Guidance, Section 4, Tables 
6 and 7).  

A3.2 The methodology underpinning the development of this list of factors in Section 4 of the 
Children’s Access Assessments Guidance consisted of desk research to collate literature on 
the topic of children’s interests online and research developed and published by Ofcom. 

A3.3 We originally set out this evidence at Section 5 of our May 2024 Consultation. We have 
updated sources where more recent evidence is now available. We have not made any 
other changes to our summary of evidence in response to stakeholder feedback.  

Children are exposed to, and many seek out, an adult 
experience online 
A3.4 Increasingly, social media is where children go to learn about the world.726 Some children 

say they spend a huge amount of time on consuming large quantities of online content.727 

They use online spaces for activities across all areas of their lives – including friendship, 
connection, education and engaging with culture.728 The internet has become part of 
“youth culture”.729 

A3.5 Our research suggests many children are using online services before the minimum age 
specified by services, with a significant minority seeking an even older experience online. 
For example, 51% of children under 13 told us that they have used social media or apps 
before the minimum age.730 Just over a third (36%) of 8-15s, with a social media profile, 
have a user/profile age of at least 16 and just over a fifth (22%) of 8–17s have an adult 
profile (18+).731 

A3.6 The ICO and LSE’s report on Children’s data and privacy online reflects that when children 
do not agree with age limits, they find a way to bypass the limits, for example by entering a 
different age. This research indicated that children proactively engage with content that is 
not specifically designed for children. Children tend to view age-appropriate labelling as 
“rough guidance”, underpinning the conclusion that children may seek an adult experience 

 

 
726 Ofcom, 2024. Children and Parents: Media Use and Attitudes. 
727 Ofcom, 2022. Research into risk factors that may lead children to harm online.  
728 Ofcom, 2022. Research into risk factors that may lead children to harm online.  
729 mediasmarts.ca. How Marketers Target Kids. [accessed 1 February 2024]. 
730 Ofcom, 2024. Children and Parents: Media Use and Attitudes. 
731 Ofcom, 2024. Children’s Online User Ages 2024 (Wave 3). Quantitative Research Study.  

https://www.ofcom.org.uk/__data/assets/pdf_file/0021/245163/children-risk-factors-report.pdf
https://mediasmarts.ca/digital-media-literacy/media-issues/marketing-consumerism/how-marketers-target-kids
https://www.ofcom.org.uk/siteassets/resources/documents/research-and-data/online-research/keeping-children-safe-online/childrens-online-user-ages/2024-nov/ofcom-childrens-user-ages-2024-wave-3-chart-pack-.pdf?v=385964
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online, proactively engaging with content that is flagged as not appropriate for their age 
online.732 

A3.7 In its response to our 2023 Protection of Children Call for Evidence (“2023 CFE”), 5Rights 
flagged that “children do not only use services explicitly targeted or designed for them”,733 
while UK Safer Internet Centre (UKSIC) noted that “there is a desire to push age restriction 
boundaries”.734 This reflects that children, likely older children, may seek an adult 
experience online. Evidence clearly suggests that children are seeking an adult experience 
online and are attracted to age-restricted services. For example: 

• Pornography services are a key space children explore online. Some children who 
participated in a small sample study which we conducted told us that they were 
being served content of a sexual nature by platforms.735 Other research suggests 
many young people seek out pornography online (including via search services) 
while others encounter this unintentionally.736 737 The average age at which 
children say they first see pornography is just 13 years old.738 

• In its response to our 2023 CFE, the Online Dating Association stated that, “In 
relation to the online dating space, children can sometimes be attracted to dating 
services which are aimed at adults with whom they are close in age. Within the 
dating sector, we find children who are interested in dating platforms tend to fall 
in the 15–17 year old age range”.739 

A3.8 While there is huge variation by age in the way children engage online, evidence suggests 
that children want to engage with services not specifically targeted at them.740 741 742 The 

 

 
732 London: London School of Economics and Political Science, (Stoilova, M., Livingstone, S. and Nandagiri, R.), 
2019. Children’s data and privacy online: Growing up in a digital age. Research findings. [accessed 30 January 
2024] 
733 5Rights response to 2023 Protection of Children Call for Evidence.  
734 UK Safer Internet Centre (UKSIC) response to 2023 Protection of Children Call for Evidence. 
735 Ofcom, 2022. Children’s Media Lives. Subsequent references to the report throughout. 
736 Results from a survey conducted by the Children’s Commissioner indicated that 30% of children had 
reported seeing pornography on “search engines”. Children’s Commissioner, 2023. A Lot of it is Actually Just 
Abuse – Young People and Pornography. [accessed 9 January 2025] Subsequent references to the report 
throughout.  
737 In research with UK children many respondents described their first viewing of pornography as “accidental”, 
including through “Google searches where many described unwittingly searching terms such as ‘sex’ or ‘porn’ 
without understanding what these words meant”; BBFC, 2020. Young People, Pornography & Age-verification. 
738 Children’s Commissioner, 2023. A Lot of it is Actually Just Abuse – Young People and Pornography. 
739 Online Dating Association’s response to 2023 Protection of Children Call for Evidence. 
740 Ofcom, 2023. Children and Parents: Media Use and Attitudes.  
741 See London: London School of Economics and Political Science (Stoilova, M., Livingstone, S. and Nandagiri, 
R.), 2019. Children’s data and privacy online: Growing up in a digital age. [accessed 22 April 2024]; Research 
findings; ICO, 2019. Towards a better digital future Informing the Age Appropriate Design Code. [accessed 22 
April 2024] 
742 Ofcom, 2023. Online Nation 2023. Subsequent references to the report throughout. Ofcom’s Children’s 
Online Passive Measurement Pilot study showed that Roblox was the only organisation in the top five reaching 
organisations by UK online children aged 8-12 that did not appear in the top five for those aged 15+. Note: 
Pilot study data is not weighted. Due to low base size (162) data should be treated as indicative only and not 
representative. 

https://www.lse.ac.uk/my-privacy-uk/Assets/Documents/Childrens-data-and-privacy-online-report-for-web.pdf
https://www.ofcom.org.uk/siteassets/resources/documents/research-and-data/media-literacy-research/children/childrens-media-lives-2022/childrens-media-lives-2022-summary-report.pdf?v=327665
https://www.childrenscommissioner.gov.uk/resource/a-lot-of-it-is-actually-just-abuse-young-people-and-pornography/
https://www.childrenscommissioner.gov.uk/resource/a-lot-of-it-is-actually-just-abuse-young-people-and-pornography/
https://www.ofcom.org.uk/siteassets/resources/documents/research-and-data/media-literacy-research/children/childrens-media-use-and-attitudes-2023/childrens-media-use-and-attitudes-report-2023.pdf?v=329412
https://www.lse.ac.uk/my-privacy-uk/Assets/Documents/Childrens-data-and-privacy-online-report-for-web.pdf
https://ico.org.uk/media/about-the-ico/consultations/2614763/ico-rr-report-0703.pdf


 

 

172 
 

available evidence suggests that children, especially older teenagers, use a wide range of 
online services in a way that is similar to adults.743  

A3.9 A comparative example may be taken from streaming services. Our research demonstrates 
that children’s favourite shows on Netflix were adult-geared shows: such as Squid Game 
(rated 15) and You (rated 18). This is reflective of a theme throughout the evidence that 
children are being exposed to, and in some cases seeking, an adult experience online.744 
Industry viewing data from Barb also shows this. Some of the most watched programmes 
by those aged 13 – 17 were aimed at older children/adults – including Squid Game, Black 
Lightning (rated 15), and The Sidemen Story film (rated 15). The most-watched 
programmes among the 4-17 age group included the 18-rated comedy series Beef.745 

A3.10 Ofcom research and that of the Office for National Statistics found that the most common 
activities for children online included social media, messaging and gaming and watching 
videos online, among other activities.746 Evidence from the Children’s Commissioner for 
England’s report into social media use among 8–12-year-olds found that younger children 
used a parent’s phone to access social media services. This meant they were able to access 
Facebook and Twitter.747  

A3.11 While evidence indicates that children today are less likely to use search services as 
frequently, or in the same way, as adults, the vast majority of children still use search 
services in some capacity.748 749 There is some published research on the topic of children’s 
access to pornographic content via search services, including quantitative research in 
which children report seeing pornography on or via search services.750 Search services are 
also mentioned in qualitative research as one of the ways that children first encountered 
pornographic content, both intentionally and unintentionally.751 

 

 
743 See Ofcom, 2023. Online Nation 2023. 
744 Ofcom, 2022. Children’s Media Lives. 
745 Barb as viewed. Ranked by the total audience for a title’s best performing episode, across October 2023 – 
March 2024. 
746 ONS, 2020. Children’s online behaviour in England and Wales: year ending March 2020 [accessed 30 
January 2024]; Ofcom, 2024. Children and Parents: Media Use and Attitudes. Subsequent references to the 
report throughout.  
747 Children’s Commissioner, 2018. Life in ‘likes’ Children’s Commissioner report into social media use among 
8-12 year olds. [accessed 30 January 2024]. Subsequent references to the report throughout. 
748 Google executives have talked publicly about the changing nature of search activity conducted by children  
(see: Perez, S, 2022. Google exec suggests Instagram and TikTok are eating into Google’s core products, Search  
and Maps, techcrunch.com, 12 July 2022) [accessed 30 January 2024]; while a raft of research with children, 
including Ofcom’s Children’s Media Lives 2023 report shows how children conduct their online searching on a 
wide range of platforms, often starting with social media or video-sharing platforms. 
749 More than nine in ten (95%) children aged 8-17 in Ofcom’s 2024 children and parents’ media use and  
attitudes research claimed to use search engines. Ofcom, 2024. Children and Parents: Media Use and  
Attitudes. 
750 Results from a survey conducted by the Children’s Commissioner indicated that 30% of children had 
reported seeing pornography on “search engines”. Children’s Commissioner, 2023. A Lot of it is Actually Just 
Abuse – Young People and Pornography. 
751 In research with UK children many respondents described their first viewing of pornography as “accidental”, 
including through “Google searches where many described unwittingly searching terms such as ‘sex’ or ‘porn’ 
without understanding what these words meant”. BBFC, 2020. Young People, Pornography & Age-verification. 
 

https://www.ofcom.org.uk/siteassets/resources/documents/research-and-data/online-research/online-nation/2023/online-nation-2023-report.pdf?v=368355
https://www.ons.gov.uk/peoplepopulationandcommunity/crimeandjustice/bulletins/childrensonlinebehaviourinenglandandwales/yearendingmarch2020
https://www.ofcom.org.uk/media-use-and-attitudes/media-habits-children/children-and-parents-media-use-and-attitudes-report-2024-interactive-data/
https://assets.childrenscommissioner.gov.uk/wpuploads/2018/01/Childrens-Commissioner-for-England-Life-in-Likes-3.pdf
https://assets.childrenscommissioner.gov.uk/wpuploads/2018/01/Childrens-Commissioner-for-England-Life-in-Likes-3.pdf
https://techcrunch.com/2022/07/12/google-exec-suggests-instagram-and-tiktok-are-eating-into-googles-core-products-search-and-maps/
https://techcrunch.com/2022/07/12/google-exec-suggests-instagram-and-tiktok-are-eating-into-googles-core-products-search-and-maps/
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A3.12 Other examples highlight the role search services play alongside social media in enabling 
children to encounter pornographic content.752 

A3.13 Taken together these insights suggest that children are not deterred by age restrictions or 
from services targeted at older age groups and many are likely to be encountering content 
(and harms online) in a similar way to adults. 

A3.14 We discussed a range of other evidence suggesting that children encounter harmful 
content online in Volume 3 of our May 2024 Consultation, which incorporated our draft 
Children’s Register of Risks and Guidance on Content Harmful to Children. We will publish 
final versions of these products with our April Protection of Children Statement.  

List of factors 
A3.15 Below we set out the evidence and rationale in support of the list of factors in Section 4 of 

the Children’s Access Assessments Guidance that service providers should consider when 
carrying out their assessment of whether the child condition is met. 

The service provides benefits for children 
A3.16 Evidence demonstrates that a service which benefits children is likely to attract children. 

Children benefit from being online as it helps them with various activities. Children go 
online for lots of different reasons. In our research, children’s responses to “Being online 
helps me with…” included: 

• Schoolwork/homework 
• To build or maintain friendships 
• To find useful info about personal issues 
• To learn a new skill 
• To find out about the news 
• To develop creative skills 
• To understand what other people think and feel 
• To develop skills with reading and numbers 
• To find out more about, or to support causes.753 

A3.17 We have included whether the service benefits children as a factor in the Children’s Access 
Assessment Guidance because it is a useful starting point for a provider to consider 
whether their service is of a kind likely to attract children. This is because children are likely 
to be attracted to services that offer some benefit to them. For example, if a service 
provides the benefit of entertainment or the chance to connect and build relationships, it is 
likely that children will be attracted to such a service. Providers should take a holistic 

 

 
752 Ofcom research from 2022 provides one example: Ethan (10 years old) reported coming across porn after 
searching a term [the name of a lesser-known porn site] after seeing a video on a social media platform about 
it. The post read “don’t ever search [name of porn site] up” that enticed Ethan to see what it was. “I saw this 
[video], and it said, ‘Don’t ever search this up’. I searched it up [using a search engine] as I thought it was just 
going to be a little scary thing or whatever… They were right [I shouldn’t have searched the term].” Ofcom, 
2022. Risk factors that may lead children to harm online. 
753 Ofcom, 2024. Children and Parents: Media Use and Attitudes.  

https://www.ofcom.org.uk/siteassets/resources/documents/research-and-data/online-research/keeping-children-safe-online/risk-factors-that-may-put-children-at-harm-online/children-risk-factors-report.pdf?v=328565
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approach when considering whether their service may provide benefits to children of any 
age. 

The content on a service appeals to children 
A3.18 Some content types are particularly likely to attract children. The content published on a 

service may contribute to making the service useful and enjoyable for children.  

A3.19 Ofcom’s research points to a range of content consumed by children on video sharing 
platforms – including funny videos, educational and tutorial content, and sports highlights 
and clips.754 An Ofcom pilot study that passively measured internet use of 162 UK 8–12 
year olds online found almost all of the children visited a social media service (97%).755 A 
growing proportion of this content is consumed in short-form video presented through 
recommender systems, which use algorithms to tailor content to each user. Platforms such 
as TikTok and YouTube Shorts offer children convenience and personalisation in their 
online experience – factors that are increasingly common to the way that they consume 
content.756  

A3.20 We have included this factor in the Children’s Access Assessment Guidance because if a 
service hosts or publishes content that is appealing to children, it strongly indicates that 
the service will meet the child user condition. A provider will benefit from reviewing the list 
of content types and considering whether their service hosts or publishes any other type of 
content that may be appealing to children.  

A3.21 We have provided evidence in Table 5.1 below to demonstrate the relevance of these 
particular content types. 

  

 

 
754 Ofcom, 2018; Research into children’s content consumption, including Netflix and YouTube;. Children and 
parents: media use and attitudes report 2024 – interactive data. 
755 Ofcom Ipsos Children’s Passive Measurement Pilot 2023, age: 8-12, UK. Base: 162. Data is not weighted. 
Due to low base size data should be treated as indicative only and not representative. Cited in Ofcom, 2023. 
Online Nation.  
756 Ofcom, 2022. Children’s Media Lives. 

https://www.ofcom.org.uk/__data/assets/pdf_file/0015/116520/Annex-Research-Childrens-Content-Consumption.pdf
https://www.ofcom.org.uk/media-use-and-attitudes/media-habits-children/children-and-parents-media-use-and-attitudes-report-2024-interactive-data/
https://www.ofcom.org.uk/media-use-and-attitudes/media-habits-children/children-and-parents-media-use-and-attitudes-report-2024-interactive-data/
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Table A3.1: Indicative examples of content types that are appealing to children 

 

Content type  Evidence  

Entertainment and 
popular culture 

Film, music, television, comedic, cartoons, animation, fashion and 
content by and about influencers and celebrities. Four in ten children 
aged 3-17 are consuming content from influencers.757  

Children are interested in entertainment and content related to 
popular shows. Our own research demonstrates that children’s 
favourite shows on Netflix were adult-geared shows: Squid Game 
(rated 15) and You (rated 18) for example.758 

Creative activities 

A GCHQ/DCMS report found that fundamental online experiences for 
children include “creating and consuming content”.759 Evidence 
suggests that children use the internet to upload content, for example 
five in ten girls between 12–17 had posted videos on VSPs. Four in ten 
boys had posted videos on VSPs.760  

Games and sports 
Nearly six in ten (57%) children between 3–17 play video games 
online.761 Online gaming is one of the central experiences of children 
online.762 Sport content is also an area of interest for children.763 

 

 
757 Ofcom, 2022. Children and parents: media use and attitudes report 2022; Ofcom, 2023. Children and 
Parents: Media Use and Attitudes; Ofcom, 2023. News Consumption in the UK. Subsequent references to the 
report throughout. 
758 Ofcom, 2022. Children’s Media Lives. 
759 GCHQ, DCMS, 2020. The Verification of Children Online: Phase 2 Report. [accessed 30 January 2024]. 
Subsequent references to the report throughout. 
760 Ofcom, 2024. Children and Parents: Media Use and Attitudes 2024. 
761 Ofcom, 2024. Children and Parents: Media Use and Attitudes 2024. 
762 GCHQ, DCMS, 2020. The Verification of Children Online: Phase 2 Report. 
763 Catch 22 response to 2023 Protection of Children Call for Evidence. 

https://www.ofcom.org.uk/__data/assets/pdf_file/0024/234609/childrens-media-use-and-attitudes-report-2022.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0024/264651/news-consumption-2023.pdf
https://assets.publishing.service.gov.uk/media/5faa9cffd3bf7f03a841cfc2/November_VoCO_report_V4__pdf.pdf
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Content type  Evidence  

Making connections, 
friendships, dating 
and relationships  

Evidence suggests that children are interested in similar topics to 
adults, including relationships, sex, and dating.764 In their response to 
our 2023 CFE, the Online Dating Association noted that “children can 
sometimes be attracted to dating services which are aimed at adults 
with whom they are close in age. Within the dating sector, we find 
children who are interested in dating platforms tend to fall in the 15–
17-year-old age range. This means that for many, their close-in-age 
peers who are 18+, who they may know from community groups, 
school or sports, are allowed to use dating services. This could make it 
tempting for those within this age group”.765 

Children use their time online to build and develop relationships with 
those around them. A UKCCIS report into children’s online activities 
noted that, for children between the ages of 7–16, communicating 
with friends and family was one of the most popular reasons for going 
online and becomes more popular as children get older.766  

Self-improvement, 
lifestyle, and careers 

Online content can be a way for children to learn more about their 
own interests: many follow accounts and view content that enables 
them to learn skills that they perceive as useful either at present or 
for their future career.767 Some children will use this inspiration to 
engage in their own content creation, including making videos, editing 
photos, or creating art to share with others.768 The rise in the 
prominence and popularity of influencers has affected children’s own 
aspirations. A growing number of 8–12 years olds express a desire to 
pursue this as a career path later in life; some view the figures they 
follow and watch online as inspirations and use their content as a 
drive for their own ambitions.769  

 

 
764 BBFC, 2019. Children see pornography as young as seven, new report finds; Common Sense Media, 2023. 
Common Sense Media’s response to 2023 Protection of Children Call for Evidence.  
765 Online Dating Association, 2023. Online Dating Association response to our 2023 CFE. 
766 UKCCIS, 2017. Children’s online activities, risks and safety. [accessed 31 January 2024]. Subsequent 
references to the report throughout. 
767 Children’s Commissioner, 2018. Life in ‘likes’ Children’s Commissioner report into social media use among 
8-12 year olds. 
768 The Insights Family, proportion of children aged 3–17 who agree that ‘I like learning new things’ is certainly 
or somewhat true. Cited in Ofcom, 2023. Children and Parents: Media Use and Attitudes. 
769 Children’s Commissioner, 2018. Life in ‘likes’ Children’s Commissioner report into social media use among 
8-12 year olds. 

https://www.bbfc.co.uk/about-us/news/children-see-pornography-as-young-as-seven-new-report-finds
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/759005/Literature_Review_Final_October_2017.pdf
https://assets.childrenscommissioner.gov.uk/wpuploads/2018/01/Childrens-Commissioner-for-England-Life-in-Likes-3.pdf
https://assets.childrenscommissioner.gov.uk/wpuploads/2018/01/Childrens-Commissioner-for-England-Life-in-Likes-3.pdf
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Content type  Evidence  

Health, challenges, 
and support 

Our research suggests that children use different resources to manage 
their wellbeing online, using different services to find out about topics 
like healthy eating, puberty, exercise, health symptoms, and 
meditation.770 They are also likely to turn to content produced by 
others to support them, including influencers and services focusing on 
fitness and wellbeing.771 

Education, learning 
and knowledge 

Children often use online resources to support them in their own 
education, including studying, homework, and to look up information 
on subjects that interest them. Examples include online resources that 
support mathematics like Times Tables Rockstars and language 
learning like Duolingo are used among online children aged 8–12. 
Older children are also interested in language learning apps like 
Duolingo, and access publicly available information sources like 
Wikipedia and U2U educational forums like Quora and The Student 
Room.772 

Current affairs and 
engaging in social 
activity 

Ofcom’s indicative research into news consumption among 12–15-
year-olds suggests that children commonly use Part 3 services 
including TikTok, Instagram, and YouTube as an important source of 
information on current affairs rather than traditional broadcasters 
and publishers.773 

 

A3.22 Service providers should note that, as discussed above at A3.7, evidence shows that 
children are also attracted to content that is intended for adults, including pornography. 

The design of a service appeals to children 
A3.23 Evidence suggests that the design of a service may also play a role in attracting children to 

a service. This includes colour and presentation in addition to the features and 
functionalities on a service. In terms of colour and presentation, responses to our 2023 CFE 
reflect the importance of colour, cartoons, animations, diagrams, graphics, exciting 
narratives and other interactive features.774 Our research suggests that children engage 

 

 
770 Ofcom, Online Research Panel Poll: Children’s wellbeing online, August 2023. See Online Nation 2023 
Report. 
771 Ofcom, 2024. Children and Parents: Media Use and Attitudes. 
772 Ofcom Ipsos Children’s Passive Measurement Pilot 2023, age: 8–12, UK / Ipsos, Ipsos iris Online Audience 
Measurement Service, Ranking report, Category: Education, May 2023, age: 15–17, UK. Cited in Ofcom, 2023. 
Online Nation 2023 Report. 
773 Ofcom, 2023. News Consumption in the UK. 
774 ICO response to 2023 Protection of Children Call for Evidence; National Center for Missing and Exploited 
Children response to 2023 Protection of Children Call for Evidence; ParentZone response to 2023 Protection of 
Children Call for Evidence. 
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with and utilise a range of features and functionalities including messaging, video watching 
via streaming and user-created videos, and downloading content.775  

A3.24 Children use functionalities to connect with others. They use their time online to build and 
develop relationships with those around them. UKCCIS’s report into children’s online 
activities noted that, for children between the ages of 7 and 16, communicating with 
friends and family was one of the most popular reasons for going online and becomes 
more popular as children get older.776 If a service has features and functionalities that 
make it possible for children to create and upload their own content, this service is likely to 
appeal to children seeking to express themselves online and be creative, as uploading 
content they have created themselves allows others to see it.777  

A3.25 Our research also shows that Part 3 services, and the functions within them that children 
use to interact with other children, appear to be increasingly distinct from those used to 
consume and create content. ‘Feeds’ are for content, ‘chat’ is for social interaction.778  

A3.26 We have included this factor because it is important for a provider to consider how the 
appearance of their service may attract children. It is also important for a provider to 
consider whether the way the service is designed, the functionalities and features, increase 
the likelihood of children using and enjoying the service. 

Children are part of a service’s commercial strategy 
A3.27 In the Children’s Access Assessment Guidance we have encouraged providers to consider 

various factors related to their commercial strategy. These factors include whether 
children form part of the provider’s marketing strategy for its service; whether the provider 
allows advertising, promotions or competitions targeted at children on their service; 
whether the nature, design, or content of the adverts on the service are appealing to 
children; whether children form part of the service’s growth strategy; and the commercial 
profile of the service. We have included these factors because they help a provider 
understand whether their service is proactively targeting children or indirectly targeting 
children.  

A3.28 Other factors related to providers’ commercial strategies include services’ revenue streams 
and sources of turnover, as well as other information captured in management accounts or 
annual reports, which may suggest that children are an audience for a service.779 

A3.29 Evidence suggests that advertising on the service and the way a service markets/advertises 
itself may contribute to the appeal of a service to children. The London School of 
Economics has noted that children are “exceptionally vulnerable to commercial messaging” 

 

 
775 ONS, 2020. Children’s online behaviour in England and Wales. 
776 UKCCIS, 2017. Children’s online activities, risks and safety. 
777 GCHQ, DCMS, 2020, The Verification of Children Online: Phase 2 Report; Ofcom, 2024. Children and 
Parents: Media Use and Attitudes 2024. 
778 Ofcom, 2023. Children’s Media Lives.  
779 ICO, ‘Likely to be accessed’ by children – FAQs, list of factors and case studies. [accessed 1 February 2024]. 

https://www.ons.gov.uk/peoplepopulationandcommunity/crimeandjustice/bulletins/childrensonlinebehaviourinenglandandwales/yearendingmarch2020#childrens-online-activity
https://www.ofcom.org.uk/siteassets/resources/documents/research-and-data/media-literacy-research/children/childrens-media-lives-2023/childrens-media-lives-2023-summary-report.pdf?v=329411
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/childrens-information/childrens-code-guidance-and-resources/likely-to-be-accessed-by-children/
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because “their ability to effectively understand persuasive messages in advertising has not 
yet fully developed”.780  

A3.30 The ICO’s guidance on its Children’s code states that providers should consider how they 
market, describe, and promote their service, specifically “whether advertisements on your 
service, including third party advertisements, are directed at or are likely to appeal to 
children. You may have information, including some provided to or by advertisers, such as 
number of clicks on ads that show an interest in child-focused advertising”.781 In their 
response to our 2023 call for evidence, ACT - The App Association noted that relevant 
factors may include ads targeted at places children may frequent and the language of the 
advertising/website/branding.782 

A3.31 Carnegie UK noted in its response to our 2023 CFE that services or apps heavily marketed 
to children via host channels/accounts run by celebrities or influencers is a factor reflecting 
access by children.783  

A3.32 The Molly Rose Foundation noted in its response to our 2023 CFE that providers should not 
be considered in isolation as one service is often used to cross-promote another service, 
which may also encourage children to set up accounts on additional services.784 

A3.33 We have also included this in our Children’s Access Assessments Guidance given that 
advertising-related data can be a factor in assessing whether the service is likely accessed 
by children. For example, if child-focused advertisers seek out the service, or if the service 
actively markets itself to child-focused advertisers.  

A3.34 We have included a service’s growth strategy as a consideration too, given that user 
growth may directly reflect an increase in children using the service or an increased 
likelihood of a service appealing to children. A comparative example may be taken from 
Generative AI. Ofcom research conducted in June 2024, found that 54% of online children 
in Britain aged 8-15 said they had used a Generative AI tool in the past year. ChatGPT, 
which launched in November 2022, was the most popular generative AI tool among this 
age group; it had been used by 37% of online 8-15-year-olds in the past year.785 This 
reflects that a rapid user base expansion can encompass a growth in children’s 
engagement as well.  

A3.35 We have included this factor in the Children’s Access Assessment Guidance because it 
demonstrates the intent and strategy of the service and by virtue of that, the types of users 
the service is aimed at. A provider will be aware of whether their service targets children, 

 

 
780 London School of Economics, 2022. Legal, honest and truthful: Advertising to children in the age of 
influencers. [Accessed 1 February 2024].  
781 ICO, ‘Likely to be accessed’ by children – FAQs, list of factors and case studies.  
782 ACT – The App Association response to 2023 Protection of Children Call for Evidence.  
783 Carnegie UK response to 2023 Protection of Children Call for Evidence.  
784 Molly Rose Foundation response to 2023 Protection of Children Call for Evidence.  
785 Ofcom, Online research panel poll: Generative artificial intelligence, June 2024. Question 1: When did you 
last use each of the following Generative AI tools? Base: GB internet users age: 8-15 (1051). The survey asked 
respondents about their use of 16 Generative AI tools: ChatGPT; ChatGPT Plugin; My AI on Snapchat, Google 
Gemini, Microsoft CoPilot, DALL-E, Midjourney, Character.AI, Scribe, AlphaCode, Quillbot, Synthesia, Claude 
from Anthropic, Perplexity, Stability’s AI tools and Grok on X. 

https://blogs.lse.ac.uk/medialse/2022/02/10/legal-decent-honest-and-truthful-advertising-to-children-in-the-digital-age/
https://blogs.lse.ac.uk/medialse/2022/02/10/legal-decent-honest-and-truthful-advertising-to-children-in-the-digital-age/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/childrens-information/childrens-code-guidance-and-resources/likely-to-be-accessed-by-children/
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proactively or indirectly. Evidence available internally, marketing and growth strategies, 
will be useful sources of information for services carrying out this assessment. 
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A4. Glossary 
Term Meaning 

2003 Act 
Communications Act 2003 
https://www.legislation.gov.uk/ukpga/2003/21/contents 

Access control 

Technical mechanism(s) which prevents users who have not 
been age assured, or having been age assured, did not meet the 
requirements of the age assurance process, from accessing a 
service (or part of it) or certain content. 

Accuracy (ACC) 
The fraction of the predictions the model got right. The formula 
is ACC = (TP + TN) / (TP+ TN + FP + FN). 

Act 
Online Safety Act 2023 
https://www.legislation.gov.uk/ukpga/2023/50/contents 

Age assurance A collective term for age verification and age estimation. 

Age assurance method 
An age assurance method refers to the particular system or 
technology that underpins an age assurance process. 

Age assurance process 

An age assurance process refers the end-to-end process through 
which the age assurance method or combination of methods are 
implemented to determine whether or not a user is a child. The 
effectiveness of an age assurance method will depend on how it 

is implemented, including whether by itself or in combination 
with other methods. 

Age assurance report 

The Act requires Ofcom to produce a report about the use of 
age assurance, assessing how providers of regulated services 
have used age assurance for the purpose of compliance with 
their duties, how effective the use of age assurance has been for 
that purpose, and whether there are factors that have 
prevented or hindered the effective use of age assurance.786 

Age estimation 
A form of age assurance designed to estimate the age or age-
range of the user787, for example using facial age estimation. 

Age check 
An individual instance where a user is required to undergo an 
age assurance process. 

 

 
786 Section 157 of the Act. 
787 Section 230(3) of the Act. 
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Term Meaning 

Age verification 
A form of age assurance designed to verify the exact age of the 
user788, for example using a form of identity documentation. 

App store report 

The Act789 requires Ofcom to produce a report about the use of 
app stores by children, by January 2027, including an assessment 
of the role app stores play in children encountering content that 
is harmful to children (including harmful search content and 
online pornography) and the potential child safety benefits of 
introducing age assurance. 

Child A person under the age of 18.790 

Child user A user under the age of 18. 

Children’s access assessment 
A process that all Part 3 services in scope of the Act must carry 
out to determine whether they are likely to be accessed by 
children. 

Children’s Access Assessments 
Guidance 

Guidance for Part 3 services on children’s access assessments, 
published alongside this Statement. 

 

Children’s Risk Assessment 
Guidance 

Guidance for Part 3 services on children’s risk assessments, to be 
published alongside our Protection of Children Codes in April 
2025. 

Cumulative score (CS) 
An aggregated score that is calculated by summing the 
individual score across over a period of time/category etc. 

December 2023 Part 5 
Consultation  

“Guidance for service providers publishing pornographic 
content”, published by Ofcom on 5 December 2023  

December 2024 Statement  
“Statement: Protecting people from illegal harms online”, 

published by Ofcom on 16 December 2024  

False negative (FN)  
An outcome where a model incorrectly predicts a negative class 
i.e., a user is under 18 and the model predicts their age 18 or 
over. 

False negative rate (FNR) / 
Miss rate 

Measures the proportion of FN against all negative predictions 
(i.e., FN and TP). FPR highlights the performance of the model in 
yielding FP results and this should be minimised. The formula is 
FNR = FN / (FN + TP). 

 

 
788 Section 230(2) of the Act. 
789 Section 161 of the Act. 
790 Section 236(1) of the Act. 
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Term Meaning 

False positive rate (FPR) 

Measures the proportion of FP against all positive predictions 
(i.e., FP and TN). FPR highlights the performance of the model in 
yielding FP results and this should be minimised. The formula is 
FPR = FP / (FP + TN). 

Functionalities 

In relation to a U2U service, includes any feature that enables 
interactions of any description between users of the service by 
means of the service.791 

In relation to a search service, includes (in particular): (a) a 
feature that enables users to search websites or databases; (b) a 
feature that makes suggestions relating to users’ search 
requests (predictive search functionality).792 

In practice, when referring to functionalities in the Register of 
Risks, ‘functionalities’ refers to the front-end features of a 
service. For U2U services, ‘functionalities’ refers to features that 
enable interaction between users. ‘Functionalities for search 
services’ refers to features that enable users to search websites 
or databases, as well as predictive search functionalities that 
suggest search requests to users. 

Generative artificial 
intelligence (“Generative AI”) 

Artificial intelligence models that can create text, images, audio 
and videos in response to a user prompt. 

Highly effective age assurance 
(HEAA) 

Methods of age assurance that are of such a kind and 
implemented in such a way that is highly effective at correctly 
determining whether or not a particular user is a child. 

May 2024 Consultation  
“Protecting children from harms online”, published by Ofcom on 

8 May 2024. 

Mean absolute error (MAE) 

The central value of the absolute error. It describes the average 
discrepancy between a user's technology determined age and 
their actual age, ignoring whether it is an over- or under-
estimation. It is calculated by summing the absolute errors for a 
given number of absolute errors, then dividing this by the 
number of absolute errors. The formula is MAE = (1/n) Σ(i=1 to 
n) |y – x| where n = number of observations in the dataset, y = 
is the true value, x = is the predicted value. 

 

 
791 Section 233(1) of the Act. Please refer to section 233(2) of the Act for a non-comprehensive list of U2U 
functionalities 
792 Section 233(3) of the Act. 
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Term Meaning 

Mean absolute percentage 
error (MAPE) 

A metric that used to measure the accuracy in a regression 
analysis, this is useful where relative errors (age range 
estimations) are more meaningful than absolute errors. M = 
(1/n) Σ(t=1 to n)|(At – Ft) / At) |* 100 Where n = number of 
times the summation iteration happens,  At  = actual value and 
Ft = forecast value. 

Non-designated content 
Content not within Primary Priority Content or Priority Content 
of a kind which presents a material risk of significant harm to an 
appreciable number of children in the UK. 

Outcome error parity 

Outcome error parity is a measure designed to compare how an 
age assurance process outcome impacts users in different 
groups, both positively and negatively, and/or how often these 
different groups of users are subjected to errors. 

Part 3 service or regulated 
search service 

Refers to a search service that falls within the definition of 
section 4 of the Act. 

Part 3 service or regulated 
user-to-user service 

A user-to-user service, as defined in section 4 of the Act. 

Part 5 service 
An internet service falling within section 80(2) of the Act, which 
service displays or publishes certain pornographic content. 

Part 3 HEAA Guidance  
Guidance for Part 3 services on highly effective age assurance, 
published alongside this Statement.  

Part 5 Guidance  
Guidance for service providers publishing pornographic content, 
published alongside this Statement.  

Pornography services 
Services whose principal purpose is the hosting or dissemination 
of pornographic content and who host user-generated 
pornographic content. 

Priority content (PC) 

Content which is abusive or incites hatred, bullying content, and 
content which encourages, promotes, or provides instructions 
for violence, dangerous stunts and challenges, and self-
administering harmful substances. 

Primary priority content (PPC) 
Pornographic content, and content promoting, encouraging or 
providing instructions for suicide, self-harm or eating disorders. 

Protection of Children Codes 

Services likely to be accessed by children are required by the Act 
to use proportionate safety measures to keep them safe. Our 
Protection of Children Codes will provide a set of safety 
measures that online services can take to help them meet their 
duties under the Act.  
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Term Meaning 

Provider 

“The entity that has control over which content is published or 
displayed on the service.” 

Where an individual or individuals have control over which 
content is published or displayed, rather than an entity, “the 
provider of the service is to be treated as being that individual or 
those individuals.”793 

“The provider of an internet service that is generated by a 
machine is to be treated as being the entity that controls the 
machine (and that entity alone.)” “If no entity controls the 
machine, but an individual or individuals control it, the provider 
of the internet service is to be treated as being that individual or 
those individuals.”794 

Provider pornographic 
content 

In relation to an internet service, “pornographic content that is 
published or displayed on a service by the provider of the 
service or by a person acting on behalf of the provider, including 
pornographic content published or displayed on the service by 
means of – 

a) software or an automated tool or algorithm applied by 
the provider or by a person acting on behalf of the 
provider, or  

b) an automated tool or algorithm made available on the 
service by the provider or by a person acting on behalf 
of the provider.”795 

 

 
793Section 226(8)-(9) of the Act. 
794 Section 226 (10)-(11) of the Act. 
795 Section 79(2) of the Act. 
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Term Meaning 

Published or displayed 

Content in this context particularly includes references to 
pornographic content that is – 

a) “only visible or audible to users as a result of 
interacting with content that is blurred, distorted or 
obscured (for example, by clicking on such content), 
but only where the pornographic content is present 
on the service;” 

b) “embedded on the service,” and; 
c) “generated on the service by means of an 

automated tool or algorithm in response to a 
prompt by a user and is only visible or audible to 
that user (no matter for how short a time.)”796 

It does not include pornographic content that – 

a) “appears in search results of a search service or a 
combined service,”797 or 

b) “is user-generated content in relation to that 
service.”798 

Regulated provider 
pornographic content 

Provider pornographic content other than content that –  

a) “Consists only of text, or  
b) Consists only of text accompanied by –  

• A GIF which is not itself pornographic content, 
• An emoji or other symbol, “or  

• A combination of (i) and (ii),799 or 
• “Consists of a paid-for advertisement.”800 

Self-declaration 

A process where the user is asked to provide their own age. This 
could be in the form of providing a date of birth to gain entry to 
a service or by ticking a box to confirm a user is over a minimum 
age threshold. 

 

 
796 Section 79(6)(a) of the Act. 
797 Section 79(6)(b) of the Act. 
798 Section 79(7) of the Act.  
799 Section 79(4) of the Act. 
800 Section 79(5) of the Act. 
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Term Meaning 

Service provider 

The entity that has control over which content is published or 
displayed on the service. 

Where an individual or individuals have control over which 
content is published or displayed, rather than an entity, “the 
provider of the service is to be treated as being that individual or 
those individuals.”801 

“The provider of an internet service that is generated by a 
machine is to be treated as being the entity that controls the 
machine (and that entity alone.)” “If no entity controls the 
machine, but an individual or individuals control it, the provider 
of the internet service is to be treated as being that individual or 
those individuals.”802 

Standard deviation (SD) 

A measure of variation or dispersion of the dataset relative to 
the mean. A low SD suggests datapoints closer to the mean, 
whereas a high SD suggests datapoints are more dispersed. 

s = ∑((X − MAE)^2/(n – 1)) where X = is the ith point in the 
dataset, MAE = is the mean absolute error, and n = the number 

of datapoints in the dataset. 

True positive 
An outcome where a model correctly predicts a positive class 
i.e., a user is under 18 and model predicts their age as under 18. 

True positive rate (TPR) / 
Recall 

For the purpose of age assurance, this measures the proportion 
of TP predictions out of all actual positive instances (i.e., TP and 
FN). This metric highlights the model’s performance in correctly 
identifying positive cases. The formula is TPR = TP / (TP + FN). 

User-generated content 

Content that is “generated directly on the service by a user of 
the service or uploaded to or shared on the service by a user of 
the service” and, “that may be encountered by another user, or 
other users, of the service by means of the service.”803 

User-to-user (U2U) services 
An internet service on which users of the service can generate, 
upload and/or share content, which can then be encountered by 
other users of the service. 

Virtual private network (VPN) 
The creation of a private network over a public internet 
connection. 

VSPs Video-sharing platforms. 

 

 
801 Section 226(8)-(9) of the Act. 
802 Section 226(10)-(11) of the Act.  
803 Section 55(3) of the Act. 


	Statement: Age Assurance and Children’s Access
	Contents
	1. Overview
	What we are doing today
	What will change
	What does highly effective age assurance mean
	Next steps

	2. Introduction, our duties, and navigating the statement
	What this section does
	Overview of the legal framework
	Ofcom’s general duties
	Children’s safety under the Online Safety Act
	Impact assessment
	Human rights
	Equality and Welsh language impact assessments

	What we cover in this statement
	Next steps

	3. Ofcom’s approach to highly effective age assurance
	Introduction
	Age assurance methods
	Our proposals
	Summary of responses
	Stakeholder feedback relating to Ofcom’s overall approach
	Methods that we proposed are capable of being highly effective
	Additional methods that stakeholders suggested are capable of being highly effective
	Email-based age estimation
	Offline verification methods
	Credit reference agency checks, the electoral roll, and National Insurance numbers
	Age inference models
	Verifiable parental consent
	Parental controls and content filtering

	Age assurance at the app store, device, or operating system (OS) level
	Age tokens
	Multiple methods
	UK Digital Identity and Attributes Trust Framework

	Our decisions
	Decision regarding Ofcom’s overall approach
	Methods that we proposed in our consultation as capable of being highly effective
	Additional methods that stakeholders suggested are capable of being highly effective
	Email-based age estimation
	Credit reference agency checks, the electoral roll, National Insurance numbers, and offline verification methods
	Age inference models
	Verifiable parental consent
	Parental controls and content filtering

	Age assurance at the app store, device, or operating system (OS) level
	Age tokens
	Multiple methods
	UK Digital Identity and Attributes Trust Framework


	Criteria for determining whether age assurance is highly effective
	Background
	The technical accuracy criterion
	Our proposal
	Summary of responses
	Challenge age approach
	Additional comments about technical accuracy

	Our decision
	On challenge age approach
	Additional comments about technical accuracy


	The robustness criterion
	Our proposals
	Summary of responses
	Threats to the robustness of age assurance methods
	Stakeholder views on mitigations to circumvention risks
	Additional comments about circumvention and robustness

	Our decision
	Changes to our guidance concerning robustness
	Areas where we do not consider changes to our guidance are necessary

	Our proposal
	Summary of responses
	Our decision

	The fairness criterion
	Our proposal
	Summary of responses
	Our decision

	Setting thresholds for highly effective age assurance
	Our proposal
	Summary of responses
	Our decision


	Privacy, data protection and security concerns with highly effective age assurance
	Our proposal
	Summary of responses
	General stakeholder comments about user privacy and data protection
	Stakeholders suggested changes to Ofcom’s proposals regarding user privacy

	Our decisions
	Relationship between our approach to highly effective age assurance and the UK’s data protection regime
	“Double blind” solution
	Risk to users from mishandling or abuse of personal data
	On making reference to the ICO’s Children’s Code in the Part 5 Guidance


	Principles for services to consider when designing or implementing age assurance that is easy to use
	Our proposals
	Summary of responses
	Interoperability
	Accessibility
	Transparency

	Our decision
	Interoperability
	Accessibility
	Transparency


	Other general stakeholder comments on Ofcom’s approach to highly effective age assurance
	Our proposals
	Summary of responses
	Level of detail provided in the guidance
	Assessing and monitoring effectiveness
	Consideration of proportionality

	Our decisions
	Level of detail provided in the guidance
	Assessing and monitoring effectiveness
	Consideration of proportionality


	Next steps

	4.  Additional guidance on aspects applicable only to Part 5 services
	Introduction
	Our proposals
	Scope of internet services regulated as Part 5 services
	The record-keeping duties
	Assessing compliance with age assurance and record-keeping duties

	Guidance on scope of the Part 5 duties
	Condition 1: Regulated provider pornographic content is published or displayed on the service
	Definition of a Part 5 service
	Our proposal
	Summary of responses
	Our decisions

	Meaning of pornographic content
	Our proposal
	Summary of responses
	Our decisions

	Generative AI
	Our proposal
	Summary of responses
	Our decisions

	‘Nudify’ services

	Condition 3: The service has links with the United Kingdom
	Our proposal
	Summary of responses
	Our decisions


	Guidance on record-keeping duties
	Our proposals
	Summary of responses
	Our decisions
	Additional changes to guidance on the Part 5 record-keeping duties

	Assessing compliance with age assurance and record-keeping duties
	Our proposals
	Summary of responses
	Our decision

	Next steps

	5. Children’s access assessments
	Introduction
	Our proposals

	Our approach to children’s access assessments
	Summary of responses
	Our decision

	Stage 1: Age assurance for children’s access assessments
	Background
	Our proposals
	Summary of responses
	Our decision

	Stage 2: The child user condition
	Background
	Significant number
	Our proposals
	Stakeholder responses
	Our decisions

	Assessing whether the child user condition is met
	Our proposals

	Stakeholder responses
	Approach
	Factors
	Evidence

	Our decisions
	Approach
	Factors
	Evidence
	Changes to the guidance


	Record-keeping duties
	Our proposals
	Summary of responses
	Our decision

	Carrying out a new children’s access assessment
	Our proposals
	Summary of responses
	Our decision

	Next steps

	A1. Legal framework: duties of providers and Ofcom in relation to the protection of children
	Part 5 of the Act
	Providers within scope of Part 5 of the Act
	Exemptions and exclusions from the scope of Part 5 of the Act
	Service has links with the United Kingdom
	Duties applying to providers within scope of Part 5
	Ofcom’s duties under Part 5

	Part 3 of the Act
	U2U and search services in scope of the Act
	Duties in Part 3 of the Act: Children’s access assessments
	Part 3 Children’s risk assessment and safety duties
	Risk assessment duties
	Children’s safety duties
	Protection of Children Codes


	Human rights

	A2. Impact assessments
	Scope of impact assessments
	Assessing the impact of the Part 5 Guidance
	Direct impact on regulated service providers, including small and micro businesses
	Our consultation position
	Summary of responses
	Our updated impact assessment
	Assessing the impact of changes to our final guidance

	Other impacts
	Indirect impacts on service providers
	Impact on adult users

	Rights assessment
	Freedom of expression and freedom of association
	Summary of responses
	Our final rights assessment

	Privacy
	Summary of responses
	Our final rights assessment

	Welsh Language Impact Assessment
	Our consultation position
	Summary of responses
	Our updated assessment

	Equality Impact Assessment
	Our consultation position
	Summary of responses
	Our updated impact assessment
	Assessing the impact of changes to our final guidance


	Assessing the impact of our Children’s Access Assessments Guidance
	Impact on regulated service providers, including small and micro businesses
	Our consultation position
	Summary of responses
	Our updated impact assessment

	Rights assessment
	Freedom of expression and freedom of association
	Privacy and data protection

	Welsh Language Impact Assessment
	Our consultation position
	Summary of responses
	Our updated impact assessment

	Equality Impact Assessment


	A3. Children’s access assessments: sources of evidence
	Children are exposed to, and many seek out, an adult experience online
	List of factors
	The service provides benefits for children
	The content on a service appeals to children
	The design of a service appeals to children
	Children are part of a service’s commercial strategy


	A4. Glossary


