
 

 

 

Your response 
Question 1: Do you have any views on 
our audit-based assessment, including 
our proposed principles, objectives, 
and the scoring system? Please pro-
vide evidence to support your re-
sponse 

We generally support the audit based approach, and 
specifically the flexibility and future-proofing that it pro-
vides to ensure that technologies submitted for accredi-
tation can be reviewed against and appropriate and ho-
listic set of requirements, including performance, scala-
bility and privacy protection. 

Technology vs. Data 

The term “Technology” is used in this material in quite a 
general way, and I believe it would be useful to provide a 
clear definition as I believe the way it is used here differs 
from common usage. 

 “Technology” is defined by Oxford Languages as “the ap-
plication of scientific knowledge for practical purposes, 
especially in industry.” or “machinery and equipment de-
veloped from the application of scientific knowledge.”   

We would then expect “Technology” to be packaged up 
into an “Implementation” or “Software” or “Tool”, wrap-
ping the core concept or algorithm from the “Technol-
ogy” in a practical form that makes it usable in the real 
world. 

When the “Tool” based on the “Technology” is made 
available along with all the other things that might be 
needed (such as data), then it becomes a “Product” or 
“Solution” or Service” for consumption.   

In the digital world it has historically been the case that 
there is some degree of separation between these con-
cepts. 

For example: 

• “matching the hash of a file against a database 
of hashes of known CSAM” is an example of 
what we usually think of as a technology. 

• “a C++ software library that takes a file and com-
pares it with a CSV file database of hashes of 
known CSAM using MD5 hashes” is what we 
think of as a tool or implementation. 

• “SaaS using that C++ library that returns a value 
reflecting whether a provided file matches the 



Internet Watch Foundation database” is a solu-
tion. 

We believe that the conceptual difference is important, 
and that in describing what is to be accredited, the con-
sultation material envisages complete solutions or ser-
vices, rather than what some might expect to be de-
scribed as “technology”.  At very least highlighting ex-
actly what the scope of accreditation is meant to be in 
the documents seems really important and is missing. 

We believe that a definition of “technology” that was 
consistent with the use of the term in this consultation 
would be significantly different from the common usage 
of the term.  This draws into question whether the inter-
pretation of the legislation is correct or appropriate. 

If section 121 is read with a common usage view of what 
the word “technology” means, one might reasonably im-
agine that it was possible to require (under a technology 
notice) and accredit a technology such as 

“matching the hash of a file against a database 
of hashes of known CSAM” 

If such an accreditation were given, this would apply to 
ANY solution using such technology (whether developed 
in-house or otherwise). 

Since most large platforms have their own implementa-
tions of hash-matching, the approach taken by Ofcom 
appears to requires EACH to be independently accred-
ited in testable form.  This places considerable additional 
burden on platforms and technology providers. 

Proposals: 

• The definition of “technology” for the purposes 
of technology notices and accreditation used by 
Ofcom in preparing the consultation materials 
should be explicitly provided. 

• Ofcom should justify why it has used this defini-
tion of technology by reference to the Online 
Safety Act or other evidence 

• Ofcom should review whether this audit process 
is in fact targeted at “technology” as intended in 
the Act, or whether its interpretation is dis-
torting or misinterpreting the intention of the 
Act. 

Technology vs. Deployment Characteristics. 



Some of the questions in the example questions for audit 
raise a further questions about what is being accredited. 

Imagine a provider offering a service somewhat similar 
to Microsoft’s current PhotoDNA offering (but better in 
some key way).  The provider currently has a handful of 
small customers, but there is little market demand from 
larger players.  Imagine Ofcom sees the potential for this 
technology to address concerns it has about harms on a 
very large platform.  Ofcom might be pleased to receive 
an application to accredit the technology.  As the tech-
nology currently serves only small customers, it is cur-
rently only running on a single server within a cloud ser-
vice provider.  It is clear that this solution as deployed to-
day would not have the capacity, throughput or redun-
dancy needed for deployment by a large platform.  How-
ever, the solution has been developed in such a way that 
it would be straightforward to deploy it across many 
servers behind load balancers with a high degree of geo-
graphic spread resulting in the required capacity 
throughput and redundancy (and it is obvious that it is 
so) that a large platform would need.  Although it is obvi-
ous that it can be done, it has not been done yet (as 
there is no demand and it would be costly) so the pro-
vider cannot demonstrate or provide detailed metrics for 
the scaled version of the solution.   

 
It is the intention of the accreditation process that such a 
solution would fail accreditation (as it has not been 
demonstrated at the required scale), or is it the intention 
that responses to the audit questions can describe ap-
proaches to scaling and if sufficient information is given 
could achieve accreditation? 
 
The answer to this question is very important in deter-
mining the barriers to new technologies and new provid-
ers achieving accreditation. 

Cyacomb is a relatively small company with an inherently 
scalable technology.  It is our view that the questionnaire 
contains many questions which are about deployment of 
a technology rather than the characteristics of the tech-
nology itself, and that these should be separated out.  It 
is our view that in terms of metrics relating to core char-
acteristics such as accuracy, bias or privacy protection 
audit should look at the current demonstrated capabili-
ties of a solution, but that when considering deployment 



characteristics (throughput, latency, scalability) the audit 
should consider whether there is a clear path to achiev-
ing appropriate outcomes (no major blockers, standard 
engineering approaches clearly apply) rather than just 
the current state. 

Some technologies can be deployed in many different 
ways.  For example, Cyacomb offers the same technol-
ogy packaged as SaaS (Software as a Service) for small 
platforms, but no large platform is likely to want such ex-
ternal dependencies.  Cyacomb offers technology for di-
rect integration into large platforms, which enables them 
to ensure scalability and redundancy/availability in line 
with their own needs.   

Separating out core technology capabilities from deploy-
ment related matters could also have the potential to 
ensure that a technology didn’t require separate accredi-
tation just because it was being deployed in different 
ways with different deployment characteristics. 

Proposals: 

• The definition of “technology” for the purposes 
of technology notices and accreditation used by 
Ofcom in preparing the consultation materials 
should be explicitly provided. 

• The audit questions should be separate core ca-
pabilities of a technology from matters relating 
to its deployment. 

• Audit guidance should allow that for many possi-
ble technologies scaling and performance is a 
fairly trivial challenge, and not unduly penalise 
services that have not yet scaled if there is a very 
clear path for them to do so. 

Continuous Improvement  

Most software today operates on a basis of continuous 
improvement.  This results in software being frequently 
updated.  Some updates have no intended changes to 
functionality, but are carried out to ensure the latest se-
curity patches are applied to libraries, and the latest op-
erating systems and devices are supported.  Other up-
dates are intended to fix bugs – changing functionality 
only for the better.  More major updates may aim to im-
prove performance (accuracy or speed), or to add signifi-
cant new functionality.  Some software goes through 



very significant restructuring or rewrites to reduce tech-
nical debt or provide for future expansion. 

Any of these updates has the potential to affect the per-
formance of software, and therefore the performance of 
the technology it implements. 

The consultation documents appear to describe accredi-
tation as applying to (software) solutions, rather than to 
technologies.  They do not provide any information as to 
whether accreditation applies ONLY to the tested version 
of software (completely unworkable) or to ANY version 
of software that the provider chooses to claim is the 
same (with the risk that supposed improvements could 
change the characteristics such that it would not have 
been accredited). 

In other domains it is common for there to be guidance 
allowing accreditation to be retained by updated ver-
sions of software based on some set of risk criteria and 
manufacturers own testing.  For example, software used 
in Digital Forensics (under the application of ISO17025 
and as required by the Forensic Science Regulator) Police 
Forces can use updated software where it can be vali-
dated and shown to be compatible with the existing ac-
credited process.   

Proposals: 

• Ofcom should provide guidance over what sort 
of changes to technologies allow them to remain 
accredited, and what would take them outside 
the original accreditation. 

• Ofcom could consider allowing provider testing 
and self-certification, or a light-weight re-accred-
itation process, to ensure technology can con-
tinue to improve (and maintain compatibility and 
security) without undue burden. 

Technology and Data 

The apparent broad definition of technology being used 
and the nature of the audit questions (and parameters 
for Independent Performance Testing if required) sug-
gests that the data used to drive technology is consid-
ered an integral part of it.  A data-driven solution cannot 
be tested without data. 

Using an example related to hashing again, is it the in-
tention that a technology accredited using e.g. the IWF 



hash dataset would be accredited only for use with that 
dataset? 

Would it only be accredited for use with the snapshot of 
the IWF data it was tested with?  The IWF database 
keeps growing – can the technology use the updated da-
tabase is it improved without falling out of accredita-
tion?   

What limits might need to be placed on use of updated 
data?  While the IWF has established strict governance 
and consistent standards over many years, there are 
other databases (e.g. commercial databases of terrorism 
related content) that operate much more opaquely.  Is 
there a difference between how these should be viewed 
in terms of the risk/benefit of allowing updates? 

Proposals: 

• Clarify the role of data in data-driven solutions.  
Is specific data part of the “technology” for ac-
creditation, or can it be considered separately. 

• How would updates to data affect accreditation? 

 

Question 2: Do you have any views on 
our proposals for independent perfor-
mance testing, including the two 
mechanisms for setting thresholds; 
the approach to testing technologies 
in categories against particular met-
rics; and data considerations? Please 
provide evidence to support your re-
sponse. 

The responses we have given to Question 1 are all rele-
vant to this question also.  Defining what is being tested 
and accredited is crucial to defining appropriate method-
ology and datasets.   

With respect to the mechanisms for setting thresholds, 
we recognise the risks identified at 4.78.  Necessarily the 
setting of thresholds creates these risks.  Appropriate 
granularity of testing categories will probably have at 
least as great an impact on these risks as the setting of 
thresholds.  If the categories are too broad, then tech-
nologies which appear to perform "poorly” may in fact 
just have specialised differently.  For example, it is rea-
sonable to expect that a CSAM detection model de-
signed to work in real-time on a user device (mobile 
phone) to prevent livestreaming on smaller platforms 
may perform “poorly” in absolute terms compared with 
a model running in the cloud to protect a major social 
media site streaming video.  We suspect these should be 
separate categories as so many characteristics would be 
different.  However, taken to the opposite extreme most 
providers of technology try to differentiate by applica-
tion (not just performance) and if categories are very 



narrowly defined, there could only be one or two solu-
tions in each.  The table at 4.66 seems to suggest catego-
ries which we believe are far too broad to represent the 
diversity of applications of technology, and therefore 
create a huge risk that some categories of technology 
(especially for high privacy environments and operating 
client side) may be un-accreditable by the design of the 
process.  Technologies that are best-in-class and could 
deliver immense good could be unavailable as tools for 
Ofcom in issuing technology notices because the catego-
ries are too broad.  We are far more concerned by the di-
rection on categories than by the nature of threshold 
mechanisms. 

It may also be relevant, in considering categories, to con-
sider whether the intended application of technology is 
prevention, mitigation, or response.  Different thresholds 
will be relevant depending on the consequences of false 
positives, which are very different if blocking content or 
warning users when compared with reporting to law en-
forcement. 

In considering both mechansims, it is worth looking at 
how the risks noted at 4.78 may be otherwise mitigated. 

It appears that a technology notice may specify an ac-
credited technology or more than one alternative.  It 
does not appear to specify a category.  It therefore ap-
pears to be the case the Ofcom is under no obligation to 
put any specific technology into a notice.  If “poorly per-
forming” technologies are accredited, Ofcom has the op-
tion not to specify them when issuing notices. 

The reverse is not true.  If for some need there is no ac-
credited technology, Ofcom has no option to issue a no-
tice requiring the use of accredited technology, and must 
instead use the “best endeavours” approach which 
seems to us to be a weaker option from a regulatory per-
spective. 

Given that Ofcom always has the option NOT to include 
accredited technology in a technology notice, and the di-
versity of technologies, applications, business models 
and delivery models, we believe that excluding too much 
technology from accreditation is a greater risk than ac-
crediting too much technology.  We therefore believe 
Mechanism A is a more appropriate approach to thresh-
olds. 



 

Proposals 

• Ofcom should revisit the question of categories 
and consider differentiating based on the in-
tended application of technology as well as its 
implementation class. In particular, it is not rea-
sonable to compare client-side technologies with 
cloud-based ones as resource availability is so 
different, yet each serves vital roles mitigating 
serious harms.  The proposed categories are not 
fit for purpose. 

• Ofcom should adopt Mechanism A for setting 
thresholds.  Over-accrediting can be corrected in 
the framing of specific technology notices by se-
lecting the best and most appropriate technolo-
gies.  Under accrediting does not appear to have 
a similar mitigation. 

Data Considerations 

Solutions matching against databases (using hashing) can 
have the benefit of extraordinarily low false positive 
rates.  However, true positive rate will depend as much 
on the composition of the test set as it does on perfor-
mance. For example, if a data matching solution works 
using the IWF database, the test set… 

• Could contain entirely images IN the IWF data-
base - in which case true positive rate would be 
100% 

• Could contain entirely images NOT IN the IWF 
database - in which case the true positive rate 
would be 0% 

The true positive rate will be determined by the compo-
sition of the test set as well as the capability of the tech-
nology. 

The composition of the test set will be, to some degree, 
arbitrary.  Our understanding is that there is no reliable 
data at platform scale on the prevalence of CSAM mate-
rial overall, let alone the proportion of that material that 
is represented in a particular database, or the proportion 
of content that has been transformed or modified in dif-
ferent ways.  Absent a large scale human-powered re-
view of content that data cannot exist. 

As long as database technologies are not tested against a 
dataset with 0% match then a generic test dataset could 



give measures of relative performance (assuming a suffi-
ciently large test set) but the absolute metrics (false neg-
ative in particular) will have little real world meaning. 

We believe that database driven solutions, including 
hashing, have a vital contribution to make.  The extraor-
dinarily low false positive rate is essential in applications 
where high confidence is needed on data at large scale.  
They are also capable of matching images for victims 
where it is very hard to discern if their age is over or un-
der the legal threshold (where AI approaches can strug-
gle since the necessary age information cannot be de-
rived from the pixels of an image). Ensuring appropriate 
test methodologies is therefore important, and test sets 
that allow meaningful testing may need different consid-
eration than test sets for AI based methods.   

One useful methodology is to separate out the perfor-
mance of the technology from the completeness of the 
database.  For example, a technology may be able to 
match highly accurately against a database, and may be 
able to do so with little bias.  This is separate to how 
much coverage the database achieves, how many false 
positives the database contains and how much bias 
there is in the database (e.g. over or under representa-
tion of certain groups).   

Generally hash matching technologies can target three 
different types of accuracy: 

• Cryptographic matching (exact file) 

• Similarity matching (targeting same image but al-
lowing for resizing or recoding in transit) 

• Similarity matching (targeting visually similar but 
deliberately altered images e.g. cropping, mirror-
ing etc) 

This suggests that in evaluating technology having corre-
sponding test data sets would be useful.  Otherwise the 
relative prevalence in the test dataset of origi-
nal/resized/visually similar will have a bigger impact on 
results than performance. 

Table A3 lists data transformation examples.  The re-siz-
ing and re-compressing of images is carried out automat-
ically by many apps.  While re-sizing is mentioned in the 
table, re-compression is not.  This is an important real-
world test.  We would suggest that transformations in-
clude realistic analogs for the processes of major tools 



and platforms (or ideally, data transformed using those 
platforms, although for CSAM this may be impractical). 

Proposals: 

• Ofcom should differentiate between the data re-
quirements and interpretation of results relating 
to: 

o Cryptographic matching 
o Similarity matching (resize/recode) 
o Similarity matching (more generally al-

tered) 
o AI/Machine Vision/Machine Learning so-

lutions 
• Data transformations should include the most 

common operational re-sizing and re-compres-
sion types in addition to those already included.  
Ideally Ofcom would take an evidence based ap-
proach (and encourage research into) the preva-
lence of different transformations to ensure the 
dataset represents real world behaviour and ac-
tivity. 

Question 3: Do you have any com-
ments on what Ofcom might consider 
in terms of how long technologies 
should be accredited for and how of-
ten technologies should be given the 
opportunity to apply for accredita-
tion? Is there any further evidence we 
should consider? 

The length of time for which accreditation would be ap-
propriate should be considered in terms of the scope of 
accreditation and the environment of operation. 

Scope of Accreditation 

Under Question 1, “Continuous Improvement”, we ques-
tioned how much change would be allowed without in-
validating accreditation.  This question is intrinsically 
linked with the question of duration. 

If only a single software version is accredited, then the 
accreditation should be short.  Software generally needs 
at least regular security updates. 

Conversely if the accreditation allows for considerable 
continuous improvement, there is no reason why it can-
not be for a much longer period.  For example, hash 
based matching software has been in use for decades, 
and there is no reason why it could not be used for many 
more decades with little change from a technical per-
spective. 

Technology notices can apply for 36 months, and there is 
no reason to believe the timing of issue will align with 
when technologies are accredited.  To permit Ofcom to 



issue a notice covering the maximum term, it seems de-
sirable for the scope of the accreditation to be greater 
e.g. 4 years would allow 1 year between accreditation 
and issue of notice (recognising these are unrelated 
events) and then issue of a 36 month notice.  5 years 
would allow a 2 year period during which a maximum 
length notice could be issued etc. 

External Environment  

The appropriate duration for accreditation may also de-
pend on the environment of operation.   

The technical environment may change.  Some technolo-
gies are largely file format agnostic (e.g. cryptographic 
hashing) while others may need to support new image 
types (or variants) as they emerge.  Generally these are 
slow moving changes (e.g. the emergence of HEIC over 
JPG).  New operating systems that require technical 
changes are also relatively infrequent on PC, although 
the mobile space is faster moving.  Software that isn’t at-
tended to for a year or so tends to cease functioning. 

The nature of CSAM changes over time, but the funda-
mentals remain the same.  A machine learning based de-
tector of CSAM is probably as capable of recognising a 20 
year old image as a new AI generated one.  Database 
driven solutions must be updated regularly to remain rel-
evant however – to keep up with the constant flow of 
new material.  As in our response to previous questions, 
allowing updates of data without re-accreditation (albeit 
with appropriate controls) will be necessary if the ac-
creditation period is to be long.  The language and 
means of concealing messages (emojis etc) changes 
much more rapidly, so language based tools may be 
harder to accredit for long periods unless continuous re-
training is permitted (and required). 

In counter terror we understand from data providers we 
have spoken to that offender behaviour, especially lan-
guage again, can evolve very rapidly. 

 

Proposals: 

• Technology notices can apply for up to 36 
months so accreditation should where possible 
cover this whole period – e.g. 4 or 5 year validity 
for accreditation.   



• This implies there should be a flexible or light-
weight approach to continuous improvement of 
software and updating of data. 

• In some areas the rate of change may be so high 
that to support accreditation beyond e.g. 1 year 
the accreditation must require improvements or 
updates to be regular. 

Question 4: Do you have any views on 
how to turn these proposals into an 
operational accreditation scheme, in-
cluding the practicalities of submitting 
technology for accreditation? Is there 
any additional evidence that you think 
we should consider? Please provide 
any information that may be relevant. 

The consultation material appears to assume that tech-
nologies for accreditation will already exist in complete 
form, and that the accreditation process can therefore 
look at something (whether describing characteristics for 
audit or testing) complete and wholly representative. 

We would argue that this will not be the case in the 
many important scenarios.  We further believe that the 
parliamentary process put in place the mechanism for 
technology notices precisely to allow the regulator to re-
quire the deployment of technology not yet in wide-
spread use.   

We would like to see the accreditation process clearly 
positioned in terms of Technology Readiness Level.  
Clearly the lower TRLs are not accreditable – but at what 
point should it be possible to accredit technology?  We 
believe that proof of the core capabilities of a technology 
can be achieved at TRL5 or TRL6.  However, to get to 
TRL7 (demonstration in operational environment) re-
quires at least one platform to have opened up and al-
lowed testing of the technology.   

If we look at the current response of the E2EE messaging 
community to technologies to detect CSAM, none are 
willing.  Technologies have been demonstrated at TRL6 
(integrated into open-source E2EE messaging) but can-
not reach TRL7 (operational environment).  So if accredi-
tation required TRL7 or higher as a baseline, technolo-
gies could only be accredited with the consent of at least 
one relevant platform!  We do not believe it was parlia-
ment’s intent (and there is nothing in the wording of the 
act to suggest otherwise) to place such a restriction on 
accreditation.  Indeed, we believe that parliament re-
quires an accreditation process specifically to decouple 
the regulators powers from the consent of platforms to 
test or deploy particular technologies. 

Our earlier comments regarding the difference between 
core characteristics and deployment characteristics 



(where they are today and were it is apparent they can 
readily scale to) apply here too. 

 

It would be helpful to provide specific examples. 

 

For example, imagine a provider who has developed a 
cutting edge new technology not available anywhere 
else.  They have built and demonstrated the technology 
in an open source analog of real world deployment 
(TRL6) at small scale, and the technology has been ap-
praised by security and online safety exports as offering 
an excellent solution.  The technology is inherently scala-
ble, but has not yet been scaled as there is no direct cus-
tomer demand. 

Scaling the technology for production requires invest-
ment.  The investment is not forthcoming in the absence 
of demand. 

In principle Ofcom would like to have this technology 
available to use in a Technology Notice.  Assuming the 
cost of accreditation was within the reach of the com-
pany, would this technology be accreditable?  Should it 
be? 

This consultation appears to suggest that it might be 
very difficult to accredit due to lack of evidence of opera-
tion at scale – is that the intention? 

While having scaled operation already in place is a great 
indicator scaling is possible, larger platforms will almost 
certainly want to do a deep technology integration ra-
ther than use external infrastructure (SaaS) anyway – so 
is it necessary? 

We believe the intent of the act in using the term Tech-
nology is to allow technology rather than scaled imple-
mentation to be accredited. 

Proposal: 

• Ofcom guidance should be explicit about the 
level of technology maturity necessary for ac-
creditation. 

• We believe that technologies at TRL6 or above 
should be accreditable as long as there is a clear 
path to scale. 

• For technologies not at the required maturity for 
accreditation, Ofcom should consider support, 



guidance, or even a sandbox environment to 
help providers understand if they technology 
might be accreditable in future, and if so what 
they would need to do to achieve that. 

• Ofcom should consider arrangements to ensure 
that accreditation is accessible (cost, complexity) 
to small innovative companies. 

 

Question 5: Do you have any com-
ments on our draft Technology Notice 
Guidance? 

We believe many of the points covered above are rele-
vant to the guidance, especially in terms of robustly de-
fining “technology” in the context of “accredited tech-
nology” – a key element of the guidance. 

Please complete this form in full and return to technologynotices@ofcom.org.uk 
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