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Overview of the UKSIC 
 
 

The UK Safer Internet Centre (UKSIC), established in 2011, is a leading global partnership 
helping to make the internet a great and safe place for everyone. We provide support and ser- 
vices to children and young people, adults facing online harms, and professionals working with 
children. 

 
A bridge between Government, industry, law enforcement and society, we are the engine of the 
online protection landscape in the UK, dealing with both prevention and response. 

 
Formed of three charities, Childnet, Internet Watch Foundation and SWGfL, we work together to 
identify threats and harms online and then create and deliver critical advice, resources, educa- 
tion and interventions that help keep children and young people, and adults, safe. We share our 
best practices across the UK and globally. 

 
We focus our work around four functions: 

 
• An awareness centre: 

Where we provide advice and support to children and young people, parents and carers, schools, 
and the children’s workforce. 

• Three helplines: 
Which provide support to professionals working with children and young people with online 
safety issues, and support to all adults facing issues with harmful content and non-consensual 
intimate imagery online. 

• A hotline: 
Which provides an anonymous and safe place to report and remove online child sexual abuse 
images and videos wherever they are found in the world. 

• A voice to young people: 
We operate a Youth Advisory Board, and we nurture youth participation, providing a focus on 
youth voice to give young people agency to make a difference in their school communities. 

 
UKSIC is the proud coordinator of Safer Internet Day in the UK. 

 
Our partners the IWF and the SWGfL have submitted responses to this consultation and we fully 
endorse their responses. We have summarised and integrated their responses where appropri- 
ate. Please refer to their full responses for the detail. 

 
Summary 

As the UKSIC we would first like to congratulate the efforts of Ofcom in undertaking such 
a complicated and comprehensive task. We would also like to acknowledge the efforts 

https://www.childnet.com/
https://www.iwf.org.uk/
https://swgfl.org.uk/
https://saferinternet.org.uk/
https://saferinternet.org.uk/guide-and-resource
https://saferinternet.org.uk/our-helplines
https://reportharmfulcontent.com/?lang=en
https://stopncii.org/
https://stopncii.org/
https://saferinternet.org.uk/hotline


of Ofcom to make the consultation response process more accessible and comprehen- 
sible. 

We also want to acknowledge the positive steps that have been taken. We are pleased 
to see Ofcom making progress and appreciate the high level of engagement with chil- 
dren. The combination of age assurance measures and new measures relating to recom- 
mender systems represents a significant advancement in protecting children. 

Furthermore, compared to the illegal harms code, the children’s consultation is easier 
to navigate and more concise. 

Our response aligns with our submission to Ofcom’s illegal harms consultation, as our 
analysis and feedback remain consistent. 

Approach to risk and Governance 

In general, we are pleased with the attempt to limit the online harms that children face, 
and in particular the introduction of age assurance measures for all services. 

At the same time, by applying the proposals from the illegal harms' consultation to the 
children's consultation which includes a focus on size over risk, we are concerned with 
the potential implications on smaller services. 

Though we comprehend the approach and classification of risk by size, UKSIC believes 
that smaller platforms can also pose several risks including: Intimate Image Abuse, Har- 
assment, CSAM hosting and others which will be covered throughout the response. A 
safety-by-design principal approach should ensure that smaller and larger platforms are 
designed to be safe for the users, while also ensuring that they comply with any regula- 
tions. 

To ensure safety by design, regulation should focus on small but high-risk platforms, and 
Ofcom’s risk assessment approach should encompass not only large platforms, where 
best practices often exist, but also medium-sized companies. 

The current approach, which limits safety measures to companies with a medium to high 
risk of CSAM, is inadequate. A review of the definition of “large platforms” is necessary 
to include some of the most popular platforms used by children and to ensure that me- 
dium-sized businesses are also included in training and development requirements for 
staff. Ofcom must enforce protections on small but high-risk platforms to ensure robust 
safety measures across all services. 

 

 
Safety-by-design issues 

Throughout this consultation we will provide data, evidence and examples on ways that 
the safety-by-design framework could be included to mitigate risk and minimise the harm 
that people face online 



The current focus and strategy of this consultation is placed upon the notion of minimis- 
ing the burden of the industry. However, from our work with the Helplines and Hotline 
and our awareness centre we have first had experience and evidence on the harm that 
people can face online. We therefore propose, the inclusion of a safety-by-design frame- 
work that will cover small/large new and existing services. 

Recommender systems also have a significant effect on the content that children con- 
sume in online platforms, and we are not entirely satisfied with the provisions in the RS 
category. More specifically, RS1 which aims to “Ensure that content likely to be Primary 
Priority Content is not recommended to children” we propose to prevent Primary Priority 
Content to being recommended to any user, completely removing csam, intimate image 
abuse and terrorist content from platforms. With the current provision and age assur- 
ance technologies which have not yet been deployed, children may still easily falsify their 
age, allowing them to access inappropriate and harmful content. RS2 also refers to the 
reduction of priority content rather than the removal of such content within the recom- 
mender feed system. Children will still be able to view content that is harmful, and could 
have intense psychological impact on them including, suicide content, body dysmor- 
phia, and online challenges which have cost the lives of so many children in the UK in the 
past. 

We therefore urge Ofcom to ensure that content likely to be Priority Content is reduced 
in prominence on children’s recommender feeds 

Age Assurance 

There is no doubt that the combination of age assurance measures and new measures 
relating to recommender systems are significant steps forward in increasing protections 
for children, particularly in reducing their exposure to - and the impact of - Primary Prior- 
ity Content and Priority Content that is harmful and, in some cases, life-threatening. 
However, the limitations of these measures in addressing broader safety by design fac- 
tors persist, compounded by the safe-harbour compliance threshold which does not pri- 
oritise overall improvements in child protection. 

For example:The age gating requirement is an additional obligation and the only substan- 
tial new measure to protect children, making it a single point of failure. The risk assess- 
ment obligations in this consultation are no stricter than those proposed in the illegal 
harms consultation, nor do they require any significant redesign of services based on 
identified risks. This means that services can fulfil their obligations simply by keeping 
children off their platforms, thereby diluting the Act's mandate to “design and operate” 
safer services to ensure a “higher standard of protection for children than for adults.” 

ADR and offering children the right to recourse 

The lack of a structured approach to alternative dispute resolution (ADR) in the proposals 
represents a missed opportunity to bolster user trust and platform accountability signif- 
icantly. ADR offers numerous advantages, such as easing the burden on formal com- 
plaints processes, fostering more positive relationships between platforms and users, 



and potentially resolving conflicts in a manner that respects the interests of all involved 
parties. Additionally, ADR mechanisms like mediation, arbitration, or ombudsman ser- 
vices can bring expertise and impartiality that may not always be present in platform- 
driven complaints procedures. 

SWGfL suggests that the proposals could be enhanced by explicitly integrating ADR 
mechanisms into platforms' strategies for addressing complaints and disputes. An out- 
line of an ADR solution previously proposed by SWGfL in the illegal harms consultation; 
this could be supplemented by the development of specific guidance or standards for 
ADR mechanisms within the context of online harms. This would include criteria for me- 
diators or arbitrators and processes that ensure fairness, transparency, and accessibil- 
ity. 

Referencing Report Harmful Content, the Draft Online Safety Bill (Joint Committee), in 
December 20211 recommended (paragraph 457) that; “The role of the Online Safety Om- 
budsman should be created to consider complaints about actions by higher risk service 
providers where either moderation or failure to address risks leads to significant, demon- 
strable harm (including to freedom of expression) and recourse to other routes of redress 
have not resulted in a resolution” and that “We suggest that the Department look to Re- 
port Harmful Content as a potential model for what such an Ombudsman could look 
like”. 

While the proposals in Chapter 16 establish a framework for reporting and complaints, 
the integration of ADR mechanisms could significantly improve the effectiveness, acces- 
sibility, and user trust in these processes. Leveraging SWGfL's expertise in online safety 
underscores the pivotal role ADR can play in the broader ecosystem of reducing online 
harm and resolving disputes. 

 
Media literacy and education 

We notice a lack of emphasis on media literacy and education for children. We want to 
ensure that children are effectively educated where they are online and that the plat- 
forms are held to account on educating children in an appropriate way to use their plat- 
form safely. 

Whilst the platforms themselves are not well positioned to provide totally impartial edu- 
cation they can support children on making best use of their platforms. 

As UKSIC we strongly believe in the importance of media literacy as a framework that will 
help online users and especially the most vulnerable remain safe online. UKSIC brings a 
collaborative and multifaceted approach to online safety we have greatly understood the 
importance of media Literacy. More specifically, through Childnet’s Digital Leader’s Pro- 
gramme and the Youth Advisory Board we work closely with children to understand their 

 

 

1 SWGfL, 2021 https://swgfl.org.uk/magazine/report-harmful-content-release-final-quarterly-report-for-2021/ 

https://digital-leaders.childnet.com/
https://digital-leaders.childnet.com/
https://www.childnet.com/what-we-do/our-projects/youth-advisory-board/
https://swgfl.org.uk/magazine/report-harmful-content-release-final-quarterly-report-for-2021/


unique needs in terms of support and media literacy. Additionally, SWGfL one of the part- 
ner organisations of UKSIC, operates project evolve which is a digital education toolkit 
that covers knowledge, skills, behaviours and attitudes across eight strands of our online 
lives from early years right through to eighteen. These outcomes or competencies are 
mapped to age and progress. The statements guide educators to the areas that they 
should be discussing with children as they develop their use of online technology. 

We also believe that there needs to be a strong read across from formal and non-formal 
education in terms of children's online safety education and that platforms should seek 
to work with NGO’s and other to reinforce key messages. 

 

 

Your response 
 

Question Your response 

Volume 2: Identifying the services children are using 
Children’s Access Assessments (Section 4). 

Do you agree with our proposals in 
relation to children’s access assess- 
ments, in particular the aspects be- 
low. Please provide evidence to sup- 
port your view. 

1. Our proposal that service providers 
should only conclude that children are 
not normally able to access a service 
where they are using highly effective 
age assurance? 

2. Our proposed approach to the child 
user condition, including our proposed 
interpretation of “significant number 
of users who are children” and the 
factors that service providers consider 
in assessing whether the child user 
condition is met? 

3. Our proposed approach to the pro- 
cess for children’s access assess- 
ments? 

Confidential? – N 

Proposed Approach 

We would first like to acknowledge the efforts of 
the Ofcom online safety team in taking further 
steps on corporate accountability. In particular 
the focus on governance, accountability and man- 
agement is a very important step forward which 
should reflect on the existing measures in other in- 
dustries including the automobile and aviation 
safety procedures. At the same time, we would 
like to share our thoughts and concerns regarding 
the limitations of the current proposed provisions, 
reflecting also on our response for the illegal 
harms' consultation. 

The proposals for governance oversight are retro- 
spective – reviewing the process of risk manage- 
ment retrospectively (what the company is going 
to do to mitigate the risks as they arise) rather than 
engaging in prospective analysis, looking at re- 
sults from a risk assessment of the design and 
safety of their service and the risks of harm that 
may arise from it and putting mitigating measures 
upfront. 



Question Your response 
 We would like to see online safety outcomes front 

and centre of accountability structures to ensure 
that not only are T&S staff accountable for profits 
but also accountable for the safety of users and 
they are measured accordingly. 

The BEEF survey2 highlights the importance of 
measuring user experiences relating to safety and 
holding T&S and senior staff accountable. 

UKSIC shares the concern of SWGfL who mention 
in their response:”SWGfL do not believe that inter- 
nal monitoring is sufficiently independent. Plat- 
forms should be monitored by an external inde- 
pendent auditor to maintain independence Page 5 
and impartiality and therefore public trust in the 
maintenance of platforms as safe spaces.” 

UKSIC therefore proposes the introduction of an 
external independent auditor similar to the ICO in- 
vestigation period3 to maintain independence and 
impartiality. 

We are concerned that the initial assessment t 
relies on the self-assessment as we know that 
self-assessment has failed for many years to see 
companies deploy effective child safety 
measures. 

As the UKSIC we are supporting the proposal put 
forward by the Online Safety Act Network which 
entails that Ofcom should shift away from pre- 
scriptive “tick-box” approach and instead adopt a 
duty of care principle for the children who are us- 
ing online platforms. 

Reflecting on the illegal harms response which is 
directly linked with the “Protecting Children from 
Illegal Harms” consultation, we are still con- 
cerned with the overt importance of size of the ser- 
vice in terms of the safety provisions proposed by 
Ofcom. We have provided further evidence on 

 

2Beef, Complaint Ex. 1_To Be Sealed_MT-IG-AG-NM-000220597 (courtlistener.com) 
3ICO https://ico.org.uk/about-the-ico/our-information/our-service-standards/#:~:text=We%20aim%20to%20re- 
solve%2090,line%20with%20the%20customer%20charter. 

https://storage.courtlistener.com/recap/gov.uscourts.nmd.496039/gov.uscourts.nmd.496039.36.2.pdf
https://ico.org.uk/about-the-ico/our-information/our-service-standards/#%3A%7E%3Atext%3DWe%20aim%20to%20resolve%2090%2Cline%20with%20the%20customer%20charter
https://ico.org.uk/about-the-ico/our-information/our-service-standards/#%3A%7E%3Atext%3DWe%20aim%20to%20resolve%2090%2Cline%20with%20the%20customer%20charter


Question Your response 
 “Developing the Children’s Safety Codes: Our 

framework (Section 14)”. 

Helplines and Trusted Flagger 

As the official UK Intimate Image Abuse helpline 
(Revenge Porn Helpline) we have first-hand expe- 
rience with victims of online abuse, who have 
sought out help through our service. We would 
therefore like to see the introduction of a Trusted 
Flagger system, where the helplines operated by 
SWGfL and other legitimate stakeholders could 
share information, practices and be in constant 
communication with Ofcom and online services. 
This process could also act as an extra online 
safeguarding step which will reinforce or refute 
the findings of the service provider self-assess- 
ment and child user condition document. We 
would also like to point Ofcom to the direction of 
the Guidelines and best practice for the trusted 
flagger relationship between helplines and online 
service providers document which was developed 
by the Early Warning Working Group of the UK 
Council for Internet Safety, and published in April 
2023, see https://www.gov.uk/government/publi- 
cations/trusted-flagger-programmes 

Further down in a response we are analysing our 
current working partnership with Tik Tok which 
swiftly takes action taking down harmful content. 

Super Complaints 

There are significant resource implications to the 
body that is eligible to make a super-complaint, at 
the same time the resource and expertise implica- 
tions can be significant for organisations, to the 
point that it could prevent them from putting for- 
ward any submissions due to complexity and 
costs. An organisation could take a significant 
time to be able to build conclusive evidence and 
build a file report that matches the description 
that is provided by this draft. 

https://www.gov.uk/government/publications/trusted-flagger-programmes
https://www.gov.uk/government/publications/trusted-flagger-programmes


Question Your response 
 While the proposals in Chapter 16 of the Illegal 

Harms Consultation establish a framework for re- 
porting and complaints, the integration of ADR 
mechanisms could significantly improve the ef- 
fectiveness, accessibility, and user trust in these 
processes. Leveraging SWGfL's expertise in online 
safety underscores the pivotal role ADR can play 
in the broader ecosystem of reducing online harm 
and resolving disputes. 

Additionally, we think that Ofcom should stream- 
line the process to ease the entry of organizations 
who are planning to submit a sufficient and full su- 
per-complaint. Accordingly, the Super Com- 
plaints entity requirement outlined in S.169 of the 
Online Safety Act, sets out Ofcom as the sole re- 
sponsible body to make the inspection and pro- 
vide the final verdict. That fact leads to the lack of 
an alternative body for any individual complaints, 
while also intrinsically delaying the process and 
outcome leading to aggravated harm to the vic- 
tims. 

Volume 3: The causes and impacts of online harm to children 

Draft Children’s Register of Risk (Section 7) 

Proposed approach: 

4. Do you have any views on Ofcom’s 
assessment of the causes and impacts 
of online harms? Please provide evi- 
dence to support your answer. 

a. Do you think we have missed any- 
thing important in our analysis? 

5. Do you have any views about our 
interpretation of the links between 
risk factors and different kinds of con- 
tent harmful to children? Please pro- 
vide evidence to support your answer. 

Confidential? – N 

Overall, we are pleased to see the definitions of 
harmful content and that children will not only be 
protected from illegal content but content that is 
harmful to them. We do stress though that this 
links to effective age assurance and effective safer 
by design principles that need to be widely 
adopted. 

We do urge Ofcom to keep a watching brief on 
emerging issues and risks and to respond dynam- 
ically especially where out helplines see in- 
creased reports relating to harms to children. 

Pornography 



Question Your response 

6. Do you have any views on the age 
groups we recommended for as- 
sessing risk by age? Please provide ev- 
idence to support your answer. 

7. Do you have any views on our inter- 
pretation of non-designated content 
or our approach to identifying non- 
designated content? Please provide 
evidence to support your answer. 

 
Evidence gathering for future work: 

8. Do you have any evidence relating 
to kinds of content that increase the 
risk of harm from Primary Priority, Pri- 
ority or Non-designated Content, 
when viewed in combination (to be 
considered as part of cumulative 
harm)? 

9. Have you identified risks to children 
from GenAI content or applications on 
U2U or Search services? 

a) Please Provide any information 
about any risks identified 

10. Do you have any specific evidence 
relevant to our assessment of body 
image content and depressive content 
as kinds of non-designated content? 
Specifically, we are interested in: 

a) (i) specific examples of body image 
or depressive content linked to signifi- 
cant harms to children, 

b. (ii) evidence distinguishing body 
image or depressive content from ex- 
isting categories of priority or primary 
priority content. 

11. Do you propose any other cate- 
gory of content that could meet the 
definition of NDC under the Act at this 

We agree that pornography should be included as 
a Primary Priority Content. 

As UKSIC we are concerned with the widespread 
availability of pornographic content and the po- 
tential harmful effect it can have on children. Re- 
search tells us that accidental exposure is the 
main reason young people come across this con- 
tent. Volume 3 recognises that “The average age 
at which children first encounter pornography is 
13, although older children (14-17) are more likely 
to see it regularly.”. At the same time we would 
also like to reinforce a notion that is included 
throughout volume 3, that children below the ages 
of 13 are present in the platforms as they have by- 
passed the existing ineffective age assurance 
methos. In fact, The BBFC Revealing Reality Re- 
port4 provides examples on how children as young 
as 7 years old came in contact accidentally with 
pornography. “The majority of the young people in- 
terviewed in the qualitative research had seen 
pornography by the age of 13. There were exam- 
ples, however, where respondents reported view- 
ing pornography as young as 7 years old. One in- 
terviewee, Chanelle (18), saw pornography via a 
pop-up on an illegal streaming website when she 
was 7, while April (18) says she used to regularly 
search for and watch “violent” 5 pornography at 7 
or 8 years old, after initially stumbling across it ac- 
cidentally. A very small number first viewed por- 
nography much later, at 17 or 18.” 

Children are able to access pornography, and age- 
inappropriate content without the foundation me- 
dia and sexual health literacy that will allow them 
to separate fact from fiction. For many Young Peo- 
ple and children pornography acts as their source 
of Sex Education, which has major potential impli- 
cations in terms of understanding what healthy 
sexual relations are, expectations about what 

 
4 https://www.revealingreality.co.uk/wp-content/uploads/2020/01/BBFC-Young-people-and-pornography-Final- 
report-2401.pdf 

https://www.revealingreality.co.uk/wp-content/uploads/2020/01/BBFC-Young-people-and-pornography-Final-report-2401.pdf
https://www.revealingreality.co.uk/wp-content/uploads/2020/01/BBFC-Young-people-and-pornography-Final-report-2401.pdf


Question Your response 

stage? Please provide evidence to sup- 
port your answer. 

bodies look like and what sex is like, as well as is- 
sues that are existing in the industry including: vi- 
olence, sexism and racism. 

With regards to sex education, we would also like 
to reinforce the role of the school system in part- 
nership with parents. Since the availability of such 
harmful content has already been so widespread 
the need for an effective and transparent RSE sys- 
tem is of paramount importance in order the 
bridge the gap between fiction and reality. 

Research for Safer Internet Day 2023 found that 
children aged 8-17 are more likely to talk to a par- 
ent or carer above anyone else (e.g. a teacher) if 
they have any concerns about something they see 
or experience online. However, that same re- 
search also found that over a third of parents and 
carers (36% in total) are unsure of where to turn for 
support if faced with a challenging situation about 
their child’s online life. 

Guidance which encourages schools to build a 
positive relationship with parents will mean that 
key educational messages can be reinforced at 
home and in school and will have the added bene- 
fit of helping empower parents to access support 
and guidance when they need it. 

Additionally, through the Professional Online 
Safety Helpline operated by SWGfL, we have wit- 
nessed over 700 cases of Harmful Sexual Behavior 
Support requests in schools, and therefore as 
UKSIC we would reinforce the call for the introduc- 
tion of school policies that address Harmful Sex- 
ual Behavior in schools. 

Safety By Design 

 
Age appropriate experiences can only be achieved 
with safety-by-design principles that will ensure 



Question Your response 
 that children who are legally present on the plat- 

forms are not facing harm from the content that is 
easily accessible. Age assurance measures 
should therefore also be used on existing under- 
age users of the platforms in order to minimise the 
harm and risk whilst they use the service. 

End-to End Encryption 

We are pleased to note the recognition in Volume 
3 (7.11.55 ) that End-to-End Encryption (E2EE) is 
identified as a feature carrying specific risks, par- 
ticularly concerning its facilitation of perpetrators 
disseminating child sexual abuse material while 
minimizing the risk of detection. This assertion is 
strongly supported by robust evidence base de- 
rived from police-recorded crime statistics5 , the 
firsthand experiences of victims of such crimes, 
and the legal proceedings involving prolific offend- 
ers like David Wilson. Had Facebook Messenger 
employed End-to-End Encryption, it is highly prob- 
able that Wilson would have eluded detection, 
thereby leaving the 500 boys he communicated 
with and the 51 boys he coerced into sharing inde- 
cent images of themselves potentially unsafe- 
guarded. 

At the same time, we are sharing a concern re- 
garding the wording of End-to-End encryption that 
we also shared in our Illegal Harms Consultation 
response. UKSIC therefore urges Ofcom to care- 
fully consider the implications of classifying End- 
to-End Encrypted services as private communica- 
tions providers. Such a classification could lead to 
unforeseen long-term consequences, potentially 
prompting social media networking sites to shift 
their encrypted services into the "private" category 
to either evade their obligations under the Act or 
circumvent the expenses associated with content 
moderation. 

 
5 https://www.nspcc.org.uk/about-us/news-opinion/2024/Child-abuse-image-crimes-increase-calling-ofcom- 
tech-companies-take-action/ 

https://www.nspcc.org.uk/about-us/news-opinion/2024/Child-abuse-image-crimes-increase-calling-ofcom-tech-companies-take-action/
https://www.nspcc.org.uk/about-us/news-opinion/2024/Child-abuse-image-crimes-increase-calling-ofcom-tech-companies-take-action/


Question Your response 
 Revenue Models and Safety-by-Design 

UKSIC recognises the inclusion of business mod- 
els and revenue models as a significant risk and 
functionality that could harm children and sup- 
ports volume 3 p (7.12.5). However, we are quite 
concerned with the overall omission of Safety-by- 
Design principles and the advice on services to 
adopt such processes and business models. 

Instead, we are proposing a shift in the focus from 
the industry-centric approach of this consultation 
to a victim-centred and child-centred approach 
which would enhance the provisions that are set 
out. For instance, social media appears to have 
significant negative effects on the mental health of 
children who are users. In the 2024 Safer Internet 
Day research6, there is evidence that children are 
affected negatively when using such platforms: 
(36%) of children notice a negative change in their 
mental wellbeing when they are online. Notably, 
the proportion of young people who sometimes 
notice this negative change is highest among both 
younger children and older teens, with 38% of 9-to 
10-year-olds on average and 39% of 15- to 17- 
year-olds on average feeling this way. These fig- 
ures for younger children are striking given that the 
minimum user age requirement for the social me- 
dia platforms they are mostly using is 13. 

Effective age assurance measures and safety by 
design functionality choices which will age differ- 
entiate the content accessible by different age 
brackets is a necessary step to mitigate the harm 
caused by addictive-design recommender func- 
tionality choices. 

Recommendation 

 
 
 
 

 

6 Research - UK Safer Internet Centre 

https://saferinternet.org.uk/safer-internet-day/safer-internet-day-2024/research


Question Your response 
 

As mentioned in our previous responses, we advo- 
cate for a stronger emphasis on encouraging ser- 
vices to develop platforms that are safer by de- 
sign. 

At present, the Codes are overly focused on con- 
tent, necessitating a shift towards consistent, pro- 
active measures to prevent and disrupt harm. As 
Ofcom notes in Volume 2 (5.20), services prioritis- 
ing growth often neglect safety measures, leaving 
them susceptible to exploitation by CSEA perpe- 
trators. Therefore, the Codes should place more 
emphasis on early-stage interventions, such as 
employing proactive technologies to detect illegal 
and harmful content and implementing measures 
targeting perpetrator behaviour. 

A pragmatic, precautionary regulatory approach is 
essential, focusing on long-term safety by design. 
This approach should apply equally to all user-to- 
user services, including those offering end-to-end 
encrypted communications. 

Since private messaging is a primary channel for 
online grooming, it is crucial to design these com- 
munications to be safe for children. However, as 
the proposed measures only apply to public 
spaces, we are concerned that perpetrators will 
shift their activities to private spaces. Without ap- 
plying safety by design to all user-to-user commu- 
nications, this approach does not mitigate the risk 
but merely relocates it. Steps must be taken to en- 
sure children are protected in private and end-to- 
end encrypted environments. 

In addition to our concerns about end-to-end en- 
crypted environments and private messaging, Vol- 
ume 3 highlights issues with audio and live 
streaming, which are not adequately addressed 
despite being identified as harmful functionalities 
in the children’s safety duty risk register. Where a 



Question Your response 
 risk cannot be sufficiently mitigated, services 

should prevent all children, or children in certain 
age groups, from accessing the relevant features 
or functionalities. 

Draft Guidance on Content Harmful to Children (Section 8) 

12. Do you agree with our proposed 
approach, including the level of speci- 
ficity of examples given and the pro- 
posal to include contextual infor- 
mation for services to consider? 

13. Do you have further evidence that 
can support the guidance provided on 
different kinds of content harmful to 
children? 

14. For each of the harms discussed, 
are there additional categories of con- 
tent that Ofcom 

a) should consider to be harmful or 

b) consider not to be harmful or 

c) where our current proposals should 
be reconsidered? 

Confidential? – N 

Age Assurance and Self-Assessment 

One point of concern we have identified relates to 
measure AA3 and AA4, which state that services 
“Whose principal purpose is not the hosting or the 
dissemination of one or more kinds of Priority 
Content, and which do not prohibit one or more 
kinds of Priority Content” will have to employ ef- 
fective age assurance measures. If we take the ex- 
ample of Youtube for instance which principal 
purpose is not the hosting of priority content but 
also prohibit violent content and nudity would that 
mean that they don't have to utilise age assurance 
measures according to their self-assessment? 
Service providers are also not 100 per cent accu- 
rate in blocking or taking down primary priority or 
priority content but may claim to do so in the self- 
assessment, leads to a gap in the self-assessment 
process and the actual user experience in the 
platform. 

An example of our work can be seen in a recent 
case involving YouTube and the Professional 
Online Safety Helpline. It was reported to POSH 
that there was a significant amount of nude and 
sexually explicit content appearing on YouTube 
when users typed a series of ‘x’ into the search 
function. We alerted YouTube, who asked us to 
send specific links to the content. Initially, we re- 
ported over 30 pieces of content, most of which 
were removed. However, hundreds of similar 
pieces of content remained active under the 
search term. We advised YouTube of this issue, 



Question Your response 
 but they requested that we sift through the con- 

tent and make individual reports. 

Due to the enormous volume of videos with such 
violations, we decided that we did not have the re- 
sources to continue reporting, as it would have 
taken days. Moreover, once one video was re- 
moved, another was uploaded. We had alerted 
Google to the trend, and they were aware of the 
search terms used to find the content but resisted 
investigating further. Unfortunately, the content 
remains available on the platform to this day. 

The need for an independent and alternative 
checks and balance system is of paramount im- 
portance and actors/services who reduce harm 
online should play a significant role in the design 
and evaluation process of platforms functionality 
and safety measures. 

Harmful Online Content 

As UKSIC we are concerned with the online con- 
tent that is easily accessible by children on social 
media. We would also like to acknowledge the in- 
clusion of recommender systems alongside ad- 
vertising business models as a function that can 
greatly exacerbate the risk of accessing online 
harmful content. Children are affected by the con- 
tent they consume online, so measures need to be 
taken to ensure that their experience online is safe 
and age appropriate. 

In recent years, particularly with the introduction 
of short video form content, the effect of function 
systems plays a significant role in children. In a re- 
cent study published by UCL7 there was clear evi- 
dence that hateful ideologies and misogynistic 
tropes that were shared online and massively 
spread with the help of the algorithm, have moved 
off screens and into schools, becoming embed- 
ded in mainstream youth cultures. Vodafone8 also 

 

7  https://www.ucl.ac.uk/news/2024/feb/social-media-algorithms-amplify-misogynistic-content-teens 
8  https://www.vodafone.co.uk/newscentre/press-release/ai-aggro-rithms/ 

https://www.ucl.ac.uk/news/2024/feb/social-media-algorithms-amplify-misogynistic-content-teens
https://www.vodafone.co.uk/newscentre/press-release/ai-aggro-rithms/
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 conducted research which showcased signifi- 

cance evidence that AI recommender systems are 
probing young people into harmful and extremist 
content; “on average, boys aged 11-14 are ex- 
posed to harmful content within 30 minutes of be- 
ing online and one-in-10 are seeing it in as little as 
60 seconds. This worrying trend stems from AI al- 
gorithms pushing content promoting misogyny 
(69%) or violence (79%) to boys following innocent 
and unrelated searches (59%)”. The Safer Internet 
Day research9 provides also insight into the under- 
standing of children online of recommender sys- 
tems: 71% of children that participated in the SID 
2024 research told us: “we understand that when 
they ‘like’ or watch something online, it influences 
what content is suggested to them in future. 62% 
understand that algorithms choose the content 
they see in their feed or games and videos that are 
recommended to them. Particularly worrying also 
for extreme pornography which is easily accessi- 
ble by children and often present in social media 
platforms which are largely used by children. 

Particularly alarming issue is the ease of access to 
harmful content on social media platforms popu- 
lar with children. This poses significant risks re- 
lated to several priority offences, including 
threats, abuse, harassment, and the potential es- 
calation to terrorism offences. Recommender 
systems can indoctrinate children into extremist 
views by continuously pushing such content. 

Indeed, reports such as those by Ribeiro et al. 
(2020)10, and Amnesty International (2023) have 
highlighted how the affordances of social media 
platforms, such as YouTube's recommender sys- 
tems, actively amplify and direct harmful content. 
This includes content associated with the alt- 
right, misogynist and manosphere content (Reset 

 

9 https://d1xsi6mgo67kia.cloudfront.net/uploads/2024/02/UK-Safer-Internet-Day-2024-Research-Report.pdf 
10Ribeiro et al. 2020, The Evolution of the Manosphere across the Web | Proceedings of the International AAAI 
Conference on Web and Social Media 

https://d1xsi6mgo67kia.cloudfront.net/uploads/2024/02/UK-Safer-Internet-Day-2024-Research-Report.pdf
https://ojs.aaai.org/index.php/ICWSM/article/view/18053
https://ojs.aaai.org/index.php/ICWSM/article/view/18053
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 Australia, 2022)11, and self-harm material (Am- 

nesty International, 2023)12. In a worldwide first, a 
recent ruling by a UK coroner in October 2022 
identified Instagram as ‘likely contributing’ to a 
young person’s death due to the high level of self- 
harm material recommended on her feed in the 
months before she died. 

Online echo chambers and the rapid rise and cir- 
culation of electoral fake news, mis/disinfor- 
mation, and polarisation towards political extrem- 
ism on the internet have had particular impacts on 
young people (Lewis-Kraus, 2022)13. Most re- 
cently, misogynist influencers, who have lever- 
aged their fame to promote polarised far-right ex- 
tremism, have utilised the phenomenon of echo 
chambers to bring gendered hate to prominence 
in other dimensions of public discourse, such as 
boys’ misogynist behaviours within schools and 
educational settings (Das, 2022)14. 

It is therefore of great importance to ensure that 
current social media platforms particularly large 
ones, provide a safety-by-design framework for 
the operation of their recommend systems which 
are safe for children, while at the same time 
providing the technological foundation for smaller 
organisations to use to ensure that in turn their 
recommend systems do not harm children. 

Overall, recommender systems which are addic- 
tive-by-design harm children, and safety should 
be the primary focus which is implemented by de- 
sign and through proactive measures to minimize 
the harm caused. 

Functionalities and inequalities 

 
 

11Reset Australia, 2022 EMBARGOED REPORT Algorithms as a weapon against women (reset.tech) 
12 Amnesty International, 2023 Driven into Darkness: How TikTok’s ‘For You’ Feed Encourages Self-Harm and 
Suicidal Ideation - Amnesty International 
13 Lewis-Kraus, 2022 How Harmful Is Social Media? | The New Yorker 
14 Das, 2022 https://www.theguardian.com/technology/2022/aug/06/revealed-how-tiktok-bombards-young- 
men-with-misogynistic-videos-andrew-tate 

https://au.reset.tech/uploads/algorithms-as-a-weapon-against-women-reset-australia.pdf
https://www.amnesty.org/en/documents/pol40/7350/2023/en/
https://www.amnesty.org/en/documents/pol40/7350/2023/en/
https://www.newyorker.com/culture/annals-of-inquiry/we-know-less-about-social-media-than-we-think
https://www.theguardian.com/technology/2022/aug/06/revealed-how-tiktok-bombards-young-men-with-misogynistic-videos-andrew-tate
https://www.theguardian.com/technology/2022/aug/06/revealed-how-tiktok-bombards-young-men-with-misogynistic-videos-andrew-tate
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 Online platforms which are global, reflect existing 

global economic inequalities and can pose signif- 
icant risks on romance scams, sextortion or other 
forms of harm. 

The cultural context is really significant, and it is 
something we consider greatly at the Revenge 
Porn Helpline.: Whilst volume 3, recognises the 
additional contexts which can exacerbate the 
harm and impact caused, there is little detail of 
marginalised groups and culturally sensitive con- 
tent. The severity of consequences of intimate im- 
age abuse within diverse cultural groups is vital to 
understand, the risks of honour-based abuse, 
honour killings and community ostracization 
should be considered. The case study delves into 
the qualitative exploration of the profound impact 
that both Intimate Image Abuse (IIA) and online 
harms can have on a client coming from a cultur- 
ally sensitive background. Our client found herself 
in a distressing situation when her intimate im- 
ages were maliciously shared online by an ex-part- 
ner. The Revenge Porn Helpline successfully re- 
moved 3067 of these images, and an additional 
188 impersonation accounts spanning Facebook, 
X, Instagram, TikTok, and YouTube were reported 
for removal by Report Harmful Content” 

Additionally, the ‘Digital Misogynoir Report: End- 
ing the dehumanising of Black women on social 
media’15, showcases that minority and ethnic mi- 
nority groups are facing multifaceted risks while 
online. Women and particularly Black Women are 
a lot more likely to be abused, harassed online, 
and to receive hate comments. It is therefore evi- 
dent that stronger accountability should be re- 
quested by tech companies to tackle and mitigate 
for the rise of hate comments and abusive rhetoric 

 

15https://glitchcharity.co.uk/research/#:~:text=The%20Ripple%20Effect%20Re- 
port%201%2C800%2C000%20people%20suffered%20threatening,this%20has%20sadly%20increased%20dur- 
ing%20the%20Covid-19%20pandemic. 

https://revengepornhelpline.org.uk/
https://revengepornhelpline.org.uk/
https://glitchcharity.co.uk/research/#%3A%7E%3Atext%3DThe%20Ripple%20Effect%20Report%201%2C800%2C000%20people%20suffered%20threatening%2Cthis%20has%20sadly%20increased%20during%20the%20Covid-19%20pandemic
https://glitchcharity.co.uk/research/#%3A%7E%3Atext%3DThe%20Ripple%20Effect%20Report%201%2C800%2C000%20people%20suffered%20threatening%2Cthis%20has%20sadly%20increased%20during%20the%20Covid-19%20pandemic
https://glitchcharity.co.uk/research/#%3A%7E%3Atext%3DThe%20Ripple%20Effect%20Report%201%2C800%2C000%20people%20suffered%20threatening%2Cthis%20has%20sadly%20increased%20during%20the%20Covid-19%20pandemic
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 that affects minorities online. As evident in vol- 

ume 3 ethnic minorities and women appear to 
face disproportionate harms online. Should these 
be taken into account for the risk profiles (geo- 
graphical distribution of the users). Platforms with 
users with extreme socio-economic inequalities 
without proper provisions could provide a fertile 
ground for grooming and sextortion16. 

The approach to proportionality 

As the UKSIC we would like to reinforce the issues 
raised in the Online Safety Act Network re- 
sponse17. 

Issue: Proportionality Focus on Economic Con- 
siderations: 

Ofcom’s approach to proportionality appears pre- 
dominantly economic, aiming to avoid imposing 
costs on companies. While the Online Safety Act 
(OSA) mandates that regulated services adopt a 
proportionate approach in fulfilling their duties, 
considering provider size and capacity, it also re- 
quires attention to levels of risk and the nature and 
severity of harm. Proportionality should balance 
the economic impact on companies with the soci- 
etal costs and prevalence of harms to users, in- 
cluding impacts on the criminal justice system 
and support services for victims, particularly for 
women, girls, and minority groups. 

Severity of Harm Consideration: 

The severity of harm involves not only the number 
of affected individuals but also the intensity of the 
impact. Despite recognizing harms in the risk reg- 
ister, Ofcom's code of practice measures do not 
explicitly consider these aspects. The current fo- 

 
 

 

16 https://www.weprotect.org/issue/livestreaming/ 
17 OSA Network, 2024 20240716 - OSA NETWORK CHILDREN'S CONSULTATION RESPONSE (onlinesafetyact.net) 

https://www.weprotect.org/issue/livestreaming/
https://www.onlinesafetyact.net/uploads/20240716-osa-network-children-s-consultation-response-final.pdf
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 cus is more on the economic burden on tech com- 

panies rather than balancing it against the societal 
costs of harm. 

Small vs Large Companies: Misjudged Propor- 
tionality: 

The proportionality analysis assumes that smaller 
companies pose less harm due to their limited 
reach. However, this assumption overlooks the 
severe harm that can occur to minoritized groups 
on targeted small sites. The Act includes 53 refer- 
ences to "proportionate," emphasizing that 
measures should be proportionate to the risk of 
harm rather than merely considering company 
size or capacity. 

Parliamentary Debate Insights: 

During the Lords Committee stage debate, the 
Government Minister assured that the child safety 
duties would be tailored to the size and capacity 
of providers. Smaller providers still need to meet 
child safety duties if their services pose a risk to 
children. These providers must implement sys- 
tems and processes reflecting their services' risk 
level, ensuring they achieve the required child 
safety outcomes. 

Ofcom’s Proposal Extracts: Cost vs Benefit 
Analysis: 

Ofcom's consultation documents indicate that 
impacts on services, including costs, are im- 
portant to ensure requirements are justified. The 
documents mention that high-cost burdens might 
reduce investment in user safety or drive services 
to stop operating in the UK, impacting both chil- 
dren and adults. This cost consideration should 
not overshadow the need to keep children safe. 

Recommendation: 
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 UKSIC recommends that Ofcom should ensure a 

balanced approach in its proportionality analysis. 
Measures should equally weigh the severity of 
harm and the societal costs associated with 
online safety issues. Furthermore, proportionality 
should not solely focus on economic considera- 
tions but should encompass a comprehensive un- 
derstanding of the potential harms and their 
broader impacts on society. 

UKSIC is also concerned with emerging technolo- 
gies and the potential risks that could impose on 
Children. Most notably A.I the risks will also in- 
crease exponentially. A new report18 published by 
the IWF illustrates that A.I poses a significant risk 
particularly with the potentially exacerbated vol- 
ume of CSAM mages that will require a thorough 
and comprehensive process to remove such con- 
tent. Nudifying and deepfake technologies are 
also particularly worrying, including the scope of 
the illegal harms consultation as most of the gen- 
erative A.I technologies and service providers 
would be considered as” small” due to their user 
size. UKSIC would therefore agree with the call of 
global cooperation that IWF proposed in 202319, 
that should reflect a global online safety regime, 
where the risk and harm will be minimised. 

Additionally, there is a notable gap in the absence 
of any measures in the codes related to 
livestreaming, especially since the risk register 
identifies this functionality as causing harm in sev- 
eral areas covered by the children's safety duty. 
Additionally, back in 2021, the DCMS specifically 
included practical guidance for companies on 
livestreaming in its “Principles of Safer Online 
Platform Design." 

 

18 IWF, 2024 How AI is being abused to create child sexual abuse material (CSAM) online (iwf.org.uk) 
19 UKSIC 2023, Global collaboration needed as thousands of AI-generated child sexual abuse images 
emerge depicting the worst kinds of abuse - UK Safer Internet Centre 

https://www.iwf.org.uk/about-us/why-we-exist/our-research/how-ai-is-being-abused-to-create-child-sexual-abuse-imagery/
https://saferinternet.org.uk/blog/global-collaboration-needed-as-thousands-of-ai-generated-child-sexual-abuse-images-emerge-depicting-the-worst-kinds-of-abuse
https://saferinternet.org.uk/blog/global-collaboration-needed-as-thousands-of-ai-generated-child-sexual-abuse-images-emerge-depicting-the-worst-kinds-of-abuse
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 By addressing these concerns, UKSIC believes 

that Ofcom can implement a more effective and 
balanced regulatory framework that aligns with 
the objectives of the Online Safety Act and en- 
sures the protection of all users, particularly chil- 
dren, across all service providers, irrespective of 
their size. 

Volume 4: How should services assess the risk of online harms? 

Governance and Accountability (Section 11) 

15. Do you agree with the proposed 
governance measures to be included 
in the Children’s Safety Codes? 

a) Please confirm which proposed 
measure your views relate to and 
explain your views and provide 
any arguments and supporting 
evidence. 

b) If you responded to our Illegal 
Harms Consultation and this is 
relevant to your response here, 
please signpost to the relevant 
parts of your prior response. 

16. Do you agree with our assumption 
that the proposed governance 
measures for Children's Safety Codes 
could be implemented through the 
same process as the equivalent draft 
Illegal Content Codes? 

Confidential? – N 

We broadly agree with the proposed governance 
arrangements set out in the proposal. We think it's 
crucial that effective governance and accounta- 
bility measures are in place to protect children. 

The current provisions assume that companies 
will adopt a goodwill and transparent self-assess- 
ment process which unfortunately is not reflecting 
reality. Arturo Bejar, the Meta whistleblower who 
has recently testified to the US Congress, ob- 
served: “Social media companies are not going to 
start addressing the harm they enable for teenag- 
ers on their own. They need to be compelled by 
regulators and policy makers to be transparent 
about these harms and what they are doing to ad- 
dress them.”20 The use of a trusted flagger system, 
where organisations who operate on the ground 
including ours with the Revenge Porn Helpline and 
Report Harmful Content, can provide a transpar- 
ent independent assessment system that will pro- 
vide an extra safety and mitigation measure be- 
yond the self-assessment provided by the ser- 
vices. 

In addition, relating to point GA6 we would rein- 
force the need for effective training and protection 
measures for the moderators who are working 

 

20 OSA Network, 2024 20240716 - OSA NETWORK CHILDREN'S CONSULTATION RESPONSE (onlinesafetyact.net) 

https://www.onlinesafetyact.net/uploads/20240716-osa-network-children-s-consultation-response-final.pdf


Question Your response 
 with children. We think that the current provisions 

are not sufficient particularly as many moderators 
and trust and safety teams have direct access to 
children therefore, they ought to be subjected to 
the checks that offline safeguarding professionals 
are subjected to including enhanced DBS checks 
and other forms of protection and safety 
measures. 

Furthermore, we believe there should be inde- 
pendent mechanisms in place to monitor the ef- 
fectiveness and integrity of these systems (GA4). 
Relying solely on internal oversight is inadequate. 
An independent monitoring framework would pro- 
vide a more objective and comprehensive assess- 
ment of the safeguards and practices in place, en- 
suring they meet the highest standards of child 
protection. This approach not only enhances 
transparency but also instils greater confidence in 
the measures being implemented to protect chil- 
dren online. 

Trusted Flagger system 

We at the UK Safer Internet Centre (UKSIC) and 
South West Grid for Learning Trust (SWGfL), oper- 
ate three helplines (POSH, RHC, RPH), and act as 
trusted flaggers for several online platforms. This 
role enables us to escalate content for review with 
moderation teams, providing additional context 
as to why the content breaches their guidelines. 
Typically, our clients have already reported the 
content, but the report has failed to achieve the 
desired outcome; If we concur that the content 
breaches the guidelines, we then escalate it. In ex- 
ceptional cases, we may report content without 
requiring our clients to do so first. 

Our relationships with these platforms have been 
built over years, requiring an extensive under- 
standing of each platform’s guidelines. To main- 
tain efficiency and trust, we ensure that we only 
escalate content that genuinely breaches site 
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 guidelines. The IWF operates an analyst team 

which identifies and reports CSAM content to plat- 
forms and other authorities. This approach re- 
quires an established system of trust and a rela- 
tionship of transparency and collaboration. These 
relationships also involve acting as critical 
friends; we provide feedback on new features or 
policy decisions and share intelligence on emerg- 
ing trends and issues. This collaborative approach 
helps inform their work and improves the overall 
safety and experience for all users. 

We believe that Ofcom proposing and organising a 
similar structure is an effective way to mitigate the 
gap between the self-assessment findings and the 
actual reality in the platforms. Impartial organisa- 
tions and services can act as safeguarding actors 
who will identify gaps in the moderation, reporting 
and taking down process, eventually reducing the 
volume of inappropriate content in the platforms 
that is accessible by children. 

Children’s Risk Assessment Guidance and Children’s Risk Profiles’ (Section 12) 

17. What do you think about our pro- 
posals in relation to the Children’s Risk 
Assessment Guidance? 

a) Please provide underlying argu- 
ments and evidence of efficacy or risks 
that support your view. 

18. What do you think about our pro- 
posals in relation to the Children’s Risk 
Profiles for Content Harmful to Chil- 
dren? 

a) Please provide underlying argu- 
ments and evidence of efficacy or risks 
that support your view. 

Confidential? – N 

In general, we agree with the thorough analysis 
conducted by the Ofcom team and the link be- 
tween functionalities and risk. However, we are 
still concerned with the self-assessment of corpo- 
rations whose commercial interests are founded 
on shareholders which do not operate with a 
safety principle at heart. 

As the risk assessment is linked to the children's 
access assessment, we need to ensure that it is 
robust 

According to the POSH report in 202321, most en- 
quiries relate to either online reputation (46%) or 
cyberbullying (36%). Online platforms due to the 
“virality” nature of their design and quick spread 

 

21 SWGfL, 2024 POSH Report 2023 (swgfl.org.uk) 

https://swgfl.org.uk/assets/documents/posh-report-2023.pdf?_=1711361247
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Specifically, we welcome evidence 
from regulated services on the follow- 
ing: 

19. Do you think the four-step risk as- 
sessment process and the Children’s 
Risk Profiles are useful models to help 
services understand the risks that 
their services pose to children and 
comply with their child risk assess- 
ment obligations under the Act? 

20. Are there any specific aspects of 
the children’s risk assessment duties 
that you consider need additional 
guidance beyond what we have pro- 
posed in our draft? 

21. Are the Children’s Risk Profiles suf- 
ficiently clear and do you think the in- 
formation provided on risk factors will 
help you understand the risks on your 
service? 

a) If you have comments or input re- 
lated to the links between different 
kinds of content harmful to children 
and risk factors, please refer to Vol- 
ume 3: Causes and Impacts of Harms 
to Children Online which includes the 
draft Children’s Register of Risks. 

of information can act as an amplifier and enabler 
of cyberbullying in schools. Children from minority 
groups or SEN children would be at an increased 
risk to be targeted, amplifying the existing inequal- 
ities and harmful behaviours. Effective structures 
of content removal and redress are therefore nec- 
essary to protect the most vulnerable users. 

We would also like to acknowledge the inclusion 
of messaging services (1b) and anonymity (2b) in 
the risk factor analysis and in particular encryp- 
tion services as a design choice which makes de- 
tection and reporting more complex, and as rec- 
ognised in the risk register may be more likely to 
be used by children sharing violent content. We 
therefore call services to refrain from adopting 
end to end encryption messaging services. 

Sextortion 

Scamming and sextortion should be included in 
primary content category (PC) as both of these ar- 
eas present significant risks to children. We have 
recently held a multi stakeholder round table on 
sextortion and shared some of the key data. 

In our work with the Revenge Porn Helpline, sex- 
tortion prevails as one of the most significant is- 
sues. Out of the cases the Revenge Porn Helpline 
supported, sextortion remained the predominant 
form of intimate image abuse reported to the 
Helpline, totalling 34% of the reports received in 
2023. Overall, cases of sextortion were up 54% 
when compared to 2022, and cases continued to 
disproportionately affect men, making up 93% of 
sextortion reports. 

Volume 5 – What should services do to mitigate the risk of online harms 

Our proposals for the Children’s Safety Codes (Section 13) 
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Proposed measures 

22. Do you agree with our proposed 
package of measures for the first Chil- 
dren’s Safety Codes? 

a) If not, please explain why. 

Evidence gathering for future work. 

23. Do you currently employ measures 
or have additional evidence in the ar- 
eas we have set out for future consid- 
eration? 

a) If so, please provide evidence of 
the impact, effectiveness and cost of 
such measures, including any results 
from trialling or testing of measures. 

24. Are there other areas in which we 
should consider potential future 
measures for the Children’s Safety 
Codes? 

a) If so, please explain why and pro- 
vide supporting evidence. 

Confidential? – N 
 
Safe Harbour Provision 

 
In general, we are very supportive of the inclusion 
of Children’s Safety Codes, and the enforcement 
approach that Ofcom is taking. Nevertheless, we 
would like to reiterate the concerns raised by IWF 
regarding the design of the codes as a "safe har- 
bour." 

The rules-based nature of these codes may lead 
services to abandon existing protective or mitigat- 
ing measures, under the assumption that they are 
no longer necessary for compliance. This could 
disincentivise good practices and fail to improve 
safety and protection standards. We recommend 
that Ofcom includes a requirement in the Code of 
Practice for all services within scope to address 
harms identified in their risk assessments related 
to features and functionalities, using best prac- 
tices, even if Ofcom has not yet established an ev- 
idence base to support these recommendations. 

Implementing additional measures not identified 
by Ofcom could, for example, enhance the detec- 
tion of previously unidentified CSAM content. This 
approach would encourage innovation in re- 
sponse to identified risks and support the regula- 
tion of emerging technologies like Generative AI 
and Extended Reality, helping to future-proof the 
regulation. 

We also support the view from the OSA Network 
as quoted below: 

There is also a welcome warning to services - con- 
tained in volume 4 on risk assessment - that if they 
are “already implementing measures such that 
they assess their risk level to be low or negligible, 
they should continue doing so. Stopping imple- 
menting such measures or changing them may 
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 constitute a significant change (see Step 4 below) 

and may increase their risk level.” (volume 4 pp56- 
57). This (to an extent) addresses concerns raised 
in response to the first consultation that the tick- 
box, prescriptive onlinesafetyact.net - 7 approach 
to measures in the codes - aligned with the safe 
harbour promise - could mean services making a 
decision to stop using existing protective or miti- 
gating measures as they were no longer required 
to be compliant with the regulation. This is a very 
welcome shift. However, in terms of upholding age 
terms and conditions, the proposal is to measure 
this on a tick-box consistency metric rather than 
outcomes. 

Again, the rules-based nature of the Codes - spec- 
ifying specific recommended measures rather 
than obligations aimed towards the achievement 
of desired outcomes - and the fact that these are 
designed as a “safe harbour” (eg if companies fol- 
low the measures they will be judged to have com- 
plied with their duties under the Act*), means that 
there is no incentive for companies to implement 
mitigating measures beyond those described in 
the codes. This is the case even if their risk assess- 
ment has flagged that their service poses particu- 
lar risks from other functionalities (arising from de- 
sign choices) and despite the fact that the risk as- 
sessment notes the need for voluntary actions 
over and above what is set out in the codes. The 
Atlantic Council makes this point: “if compliance 
replaces problem-solving, it establishes a ceiling 
for harm reduction, rather than a floor founded in 
user and societal protection.” (p 36) 

(*The “safe harbour” provision is described here: 
onlinesafetyact.net - 43 “Services that choose to 
implement the measures we recommend in 
Ofcom’s Children’s Safety Codes will be treated 
as complying with the relevant children’s safety as 
well as their reporting and complaints duties. This 



Question Your response 
 means that Ofcom will not take enforcement ac- 

tion against them for breach of that duty if those 
measures have been implemented. This is some- 
times described as a “safe harbour. However, the 
Act does not require that service providers adopt 
the measures set out in the Children’s Safety 
Codes, and service providers may choose to com- 
ply with their duties in an alternative way that is 
proportionate to their circumstances .” (Para 
13.4)) 



Developing the Children’s Safety Codes: Our framework (Section 14) 

25. Do you agree with our approach to 
developing the proposed measures for 
the 

Children’s Safety Codes? 

a) If not, please explain why. 

26. Do you agree with our approach 
and proposed changes to the draft Il- 
legal Content Codes to further protect 
children and accommodate for poten- 
tial synergies in how systems and pro- 
cesses manage both content harmful 
to children and illegal content? 

a) Please explain your views. 

27. Do you agree that most measures 
should apply to services that are ei- 
ther large services or smaller services 
that present a medium or high level of 
risk to children? 

28. Do you agree with our definition 
of ‘large’ and with how we apply this 
in our recommendations? 

29. Do you agree with our definition 
of ‘multi-risk’ and with how we apply 
this in our recommendations? 

30. Do you agree with the proposed 
measures that we recommend for all 
services, even those that are small and 
low-risk? 

Is this answer confidential? No 

Size and risk 

A key issue that UKSIC has identified exists in the 
classification and division of large and small ser- 
vices. The internet can be a particularly dangerous 
place for Children and the current provisions 
which identify large services as those with 7 mil- 
lion users, feel does not create a regime and 
framework that will effectively protect children 
who are using platforms and services that are con- 
sidered “small”. Notably, Roblox and Fortnite4 

would be excluded, which have millions of chil- 
dren users. As 5rights suggested, UKSIC also pro- 
poses the revision of the size criteria to 2 million 
monthly users to guarantee that more platforms 
are included within the scope of the risk mitiga- 
tion. As Lord Minister Parkinson of Whitley Bay 
said: “I want to be clear that a small platform that 
is a font of illegal content cannot use the excuse 
of its size as an excuse for not dealing with it” 5. 
Safety and innovation can co-exist, and the regu- 
lation and processes must keep their users safe 
and most importantly vulnerable groups such as 
children. 

By establishing a system that exempts numerous 
services from extensive responsibilities, Ofcom 
risks regressing in online safety efforts. The notion 
that small services are inherently safe is flawed, 
and companies with 7 million users should not be 
considered just large. We contend with the pro- 
posal of 5Rights28 that any company with over 2 
million UK users should qualify as large. The cur- 
rent risk classification omits several large profile 
companies such as Roblox and Fortnite where the 
user size is quite young and therefore vulnerable 
to risks and harms. 



 Moreover, we advocate for additional clarification 
regarding the frequency with which services 
should assess their user base to identify when 
they've reached large-scale status. It's essential 
to ensure that they promptly implement additional 
measures for compliance once they meet the cri- 
teria. This again brings us to the question of the ex- 
ternal auditor and how the lack of one could result 
into an ineffective audit and monitoring process. 

Age assurance measures (Section 15) 

31. Do you agree with our proposal to 
recommend the use of highly effective 
age assurance to support Measures 
AA1-6? Please provide any infor- 
mation or evidence to support your 
views. 

a) Are there any cases in which HEAA 
may not be appropriate and propor- 
tionate? 

b) In this case, are there alternative 
approaches to age assurance which 
would be better suited? 

32. Do you agree with the scope of the 
services captured by AA1-6? 

33. Do you have any information or 
evidence on different ways that ser- 
vices could use highly effective age as- 
surance to meet the outcome that 
children are prevented from encoun- 
tering identified PPC, or protected 
from encountering identified PC under 
Measures AA3 and AA4, respectively? 

34. Do you have any comments on our 
assessment of the implications of the 
proposed Measures AA1-6 on chil- 
dren, adults or services? 
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We commend the use of Age Assurance 
measures, and we think it is a crucial step in 
providing an age-appropriate user journey. We 
want to see platforms adopting the most effective 
form of age assurance, which is inclusive and ac- 
cessible. It needs to be tested in terms of bias, ef- 
fectiveness. Existing users should also be 
checked especially those under 18. 

Safety-By-Design 

As the UKSIC we would like to reiterate what was 
mentioned in the Online Safety Act Network Re- 
sponse22 to this consultation. 

With the exception of the proposals around rec- 
ommender systems, which are welcome, the top- 
ics and measures discussed here do not signifi- 
cantly extend beyond the ex-post measures out- 
lined in Ofcom's illegal harms consultation. In 
fact, two-thirds of the 36 measures recommended 
for user-to-user (U2U) platforms, and all but one 
of the 24 measures for search services, are either 
identical or equivalent. 

Age assurance measures, such as keeping chil- 
dren off platforms, are tools to prevent harm but 
do not constitute a "safety by design" approach 
that fundamentally alters the platform for all us- 
ers, including children. We direct Ofcom to the 

 

22 OSA Network, 2024 20240716 - OSA NETWORK CHILDREN'S CONSULTATION RESPONSE (onlinesafetyact.net) 

https://www.onlinesafetyact.net/uploads/20240716-osa-network-children-s-consultation-response-final.pdf


a) Please provide any supporting in- 
formation or evidence in support of 
your views. 

35. Do you have any information or 
evidence on other ways that services 
could consider different age groups 
when using age assurance to protect 
children in age groups judged to be at 
risk of harm from encountering PC? 

analysis by the 5 Rights Foundation/Children’s 
Coalition regarding age assurance proposals. 
Content moderation addresses content that has 
already been posted, rather than tackling the un- 
derlying system that enables its dissemination. 

In the "Proposed Codes at a Glance" section, the 
description of measures emphasizes their limita- 
tion to restricting children's access to the service 
(through age assurance) for Primary Priority Con- 
tent (PPC) and some Priority Content, followed by 
more granular content-level access restrictions 
using age assurance, and then age verification to 
assess recommender system usage, alongside 
content moderation. This approach applies safety 
tech on top of an inherently harmful system rather 
than redesigning it for safety, especially for the us- 
ers that the regulatory framework aims to protect, 
at a higher standard than for adults. We discuss 
the age assurance measures in more detail in sec- 
tion nine. 

Age Verification and Age Assurance 
 
We recognise the limitations of the Online Safety 
Act, which differentiates between adults and chil- 
dren by defining a child as anyone under 18. 

Given this definition, the current code imposes a 
blanket age restriction for those under 18 and 
does not require services to provide age-appropri- 
ate experiences for different age groups within this 
range. We are concerned that this one-size-fits-all 
approach does not consider the varying needs of 
children at different stages of development. 

We urge that services should be required to spec- 
ify a minimum age requirement in their terms and 
conditions and enforce it effectively and ensure 
that children are able to understand them. 

The Act emphasises the 'consistent' application of 
age verification rather than its effectiveness. This 



 focus on consistency means that even when ser- 
vices identify significant risks to children, the 
Codes do not require them to effectively mitigate 
these risks. The current guidance allows services 
to document their actions without demonstrating 
the actual outcomes or changes resulting from 
those actions. 

Code of Practice measures must be outcomes- 
based, addressing all identified risks of harm to 
children. Age-appropriate access to content, fea- 
tures, and functionalities should be established, 
beyond merely protecting children from 18+ con- 
tent. To address this, we suggest that Ofcom align 
and expand the definition of a child with the Age- 
Appropriate Design Code. 

The GDPR and DPA 2018 specify that if you rely on 
consent for any aspects of your online service, you 
need to obtain parental authorisation for children 
under 13. Since 13 is the age of digital consent, it 
is crucial to prevent children of this age from ac- 
cessing inappropriate services and to ensure de- 
fault privacy settings protect them from grooming. 
As highlighted in our response to the Illegal Harms 
Codes, effective age assurance measures are es- 
sential for strengthening grooming mitigations. 
Safety-by-design measures for children's ac- 
counts are ineffective if they rely on self-declared 
ages that can be easily circumvented. 

AA3 is open to interpretation as platforms such as 
Meta who prohibit pornographic content, there 
are still reports of existing PPC content on the plat- 
forms. Would that mean they would have to imple- 
ment age assurance. How will Ofcom respond if 
the self-assessment claims they don't allow PPC 
content, but helplines, hotlines and other stake- 
holders provide evidence that this type of content 
exists. 

The current provisions which include id provi- 
sions, passport and banking maybe excluding 
children who do not possess a passport or a bank 



 account. Is age assurance appropriate for every 
user or only those that self-declare as under 18? 

Content moderation U2U (Section 16) 

36. Do you agree with our proposals? 
Please provide the underlying argu- 
ments and evidence that support your 
views. 

37. Do you agree with the proposed ad- 
dition of Measure 4G to the Illegal Con- 
tent Codes? 

a) Please provide any arguments and 
supporting evidence. 
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Content Moderation 

CSAM 
UKSIC also acknowledges as it is mentioned in the 
CSAM content will not be considered as a “viral” 
priority content for review by social media compa- 
nies who utilise automated content moderation 
tools. And therefore, since CSAM and grooming 
are both considered a priority offence, this should 
also reflect in the upcoming moderation pro- 
cesses that social media companies establish. By 
creating good practice which combines an auto- 
mated and manual content moderation with an ef- 
fective process which includes hash/matching, 
URL matching and a cross industry keyword list, 
could all contribute to a more effective content 
regulation. 

 
In February 2024, a study conducted by Joel 
Scanlon from the University of Tasmania assessed 
the effectiveness of the reThink chatbot project. 
This initiative, a collaboration between the Inter- 
net Watch Foundation, the Lucy Faithful Founda- 
tion, and Aylo (the parent company of Pornhub), 
has been operational on the Pornhub website in 
the UK since March 2022, with data collection 
continuing until September 2023. The reThink 
chatbot builds upon previously successful deter- 
rence messaging campaigns implemented on the 
site since March 2021, aiming to direct potential 
offenders to seek assistance from the Lucy Faith- 
ful Foundation. 

https://www.iwf.org.uk/our-technology/chatbot/
https://www.iwf.org.uk/our-technology/chatbot/
https://www.iwf.org.uk/our-technology/chatbot/


 During the evaluation period, key findings re- 
vealed that 99.8% of sessions did not trigger the 
chatbot. However, the chatbot was still displayed 
a staggering 2.8 million times between March 
2022 and August 2023. This led to 1,656 requests 
for more information from the Stop It Now ser- 
vices, 490 click-throughs to the Stop It Now web- 
site, and approximately 68 calls to the anonymous 
counselling service. 

 
Before the chatbot's launch, warning messages 
about potential offending behaviour were dis- 
played over 2 million times, with over 4.4 million 
triggers during the evaluation period. 

 
The report highlights several successful out- 
comes, including a significant statistical decrease 
in searches for Child Sexual Abuse Material 
(CSAM) on Pornhub UK. Additionally, most ses- 
sions that triggered the chatbot did so only once, 
and sessions that initially began with a search for 
CSAM content subsequently engaged with the site 
but searched for content less frequently than 
other sessions. 

 
We are dismayed by Ofcom's decision not to rec- 
ommend any measures specifically aimed at de- 
tecting previously unidentified child sexual abuse 
material. 

We also share the IWF concerns that the current 
regulatory proposals set a low regulatory standard 
for the initial draft of the code of practice, espe- 
cially considering that many companies falling un- 
der the regulation's scope already employ classi- 
fier technology to detect such material and 
grooming approaches. We find it unacceptable for 
this crucial measure to be deferred to future itera- 
tions of the Codes of Practice due to purported 
lack of evidence, especially when it is already con- 
sidered best practice within the industry. 

Safety By Design 



 The principal of safety by design in content mod- 
eration is of paramount importance to the UKSIC. 

We are really disappointed with Content Modera- 
tion measures (n (Volume 5, Section 16) which 
mostly applies solely to large and multi risk ser- 
vices, excluding platforms which are used by mil- 
lions of children. 

We are also concerned specifically with point GA7 
“Ensure staff involved in the design and opera- 
tional management of service are sufficiently 
trained in approach to compliance with children’s 
safety duties” which only applies for Large/Multi- 
risk Services. The omission of smaller services in 
the proposed provision entails that staff that may 
directly influence the online experience and com- 
pliance of children online will not be sufficiently 
trained. We are therefore calling for the expansion 
of the proposed measure to include all service 
providers that are accessed by children. 

Search moderation (Section 17) 

38. Do you agree with our proposals? 
Please provide the underlying argu- 
ments and evidence that support your 
views. 

39. Are there additional steps that ser- 
vices take to protect children from the 
harms set out in the Act? 

a) If so, how effective are they? 

40. Regarding Measure SM2, do you 
agree that it is proportionate to pre- 
clude users believed to be a child from 
turning the safe search settings off? 

The use of Generative AI (GenAI), see 
Introduction to Volume 5, to facilitate 
search is an emerging development, 
which may include where search ser- 
vices have integrated GenAI into their 
functionalities, as well as where 
standalone GenAI services perform 
search functions. There is currently 
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limited evidence on how the use of 
GenAI in search services may affect 
the implementation of the safety 
measures as set out in this code. We 
welcome further evidence from stake- 
holders on the following questions 
and please provider arguments and 
evidence to support your views: 

41. Do you consider that it is techni- 
cally feasible to apply the proposed 
code measures in respect of GenAI 
functionalities which are likely to per- 
form or be integrated into search 
functions? 

42. What additional search modera- 
tion measures might be applicable 
where GenAI performs or is integrated 
into search functions? 

 

 

User reporting and complaints (Section 18) 

43. Do you agree with the proposed 
user reporting measures to be in- 
cluded in the draft Children’s Safety 
Codes? 

a) Please confirm which proposed 
measure your views relate to and ex- 
plain your views and provide any argu- 
ments and supporting evidence. 

b) If you responded to our Illegal 
Harms Consultation and this is rele- 
vant to your response here, please 
signpost to the relevant parts of your 
prior response. 

44. Do you agree with our proposals 
to apply each of Measures UR2 (e) and 
UR3 (b) to all services likely to be ac- 
cessed by children for all types of 
complaints? 
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Blocking 

Taking into account the safety-by-design principle 
that was forementioned, the ability to block users 
should be a default setting to reduce the risk of 
harassment, bullying, or even the contact routes 
with children that could lead to grooming or self- 
generated intimate images. 

Another key point that stood out was the provision 
of block functionality to users of large services 
that identify medium or high risk. The blocking tool 
is a crucial tool for young people. something that 
in Childnet’s research. Children said in our own 
research23 that it is more likely to be used than re- 
porting. Given that it is immediately effective in a 
way that reporting isn’t, perhaps this is not sur- 
prising. We would therefore recommend that 

 

 

23 Childnet 2021, https://www.childnet.com/blog/young-peoples-views-on-reporting-online-harms/ 

https://www.childnet.com/blog/young-peoples-views-on-reporting-online-harms/


a) Please confirm which proposed 
measure your views relate to and ex- 
plain your views and provide any argu- 
ments and supporting evidence. 

b) If you responded to our Illegal 
Harms Consultation and this is rele- 
vant to your response here, please 
signpost to the relevant parts of your 
prior response. 

45. Do you agree with the inclusion of 
the proposed changes to Measures 
UR2 and UR3 in the Illegal Content 
Codes (Measures 5B and 5C)? 

a) Please provide any arguments and 
supporting evidence. 

blocking tools should be a requirement for all ser- 
vices including small services. Childnet’s re- 
search in 2021 showcased that “Many young peo- 
ple find blocking is a useful tool in response to be- 
ing worried or upset about something online – they 
are more than twice as likely to block someone 
online (44%) as report them (21%). Only 17% of 
11-year-olds said they would report”. This clearly 
showcases the importance of ensuring that block- 
ing remains an option for children in all platforms 
including small services”24. Blocking is a more ef- 
fective tool, and the omission of it in the recom- 
mended functions, provides a” fertile” and dan- 
gerous ground of grooming, harassment, cyber- 
flashing which could all harm children signifi- 
cantly. 

Another key point that stood out was the provision 
of We propose the following 2 additions to the 
codes: 

• Child safety reporting: A significant por- 
tion of the reporting and complaints pro- 
cess is now automated, lacking sufficient 
access to human intervention. This makes 
it challenging for individuals, particularly 
parents of children, who are concerned 
about the impact of content on vulnerable 
individuals, to urgently raise such con- 
cerns. A reporting system should swiftly 
connect users to a human representative 
when a child is involved, and subsequently 
take necessary measures to ensure their 
safety. Automated systems often overlook 
the context in which content is displayed 
and to whom, thus impeding contextual 
judgments. Additionally, for non-registered 
users, services should be obligated to pro- 
vide clear guidance on how to report with- 
out requiring an account setup. 

• Right of appeal: While guidelines specify 
how services must offer appeals to users or 

 
24 Childhub, 2021 childhub.org/sites/default/files/attachments/Reporting Research Final.pdf 

https://childhub.org/sites/default/files/attachments/Reporting%20Research%20Final.pdf


 concerned parties who may have had con- 
tent unfairly removed, it fails to include rec- 
ommendations for users to appeal deci- 
sions not to remove content. Ofcom 
should suggest that services provide a 
mechanism to appeal such decisions, es- 
pecially when they involve harm or risk to a 
child. 



Terms of service and publicly available statements (Section 19) 

46. Do you agree with the proposed 
Terms of Service / Publicly Available 
Statements measures to be included 
in the Children’s Safety Codes? 

a) Please confirm which proposed 
measures your views relate to and 
provide any arguments and support- 
ing evidence. 

b) If you responded to our illegal 
harms consultation and this is relevant 
to your response here, please signpost 
to the relevant parts of your prior re- 
sponse. 

47. Can you identify any further char- 
acteristics that may improve the clar- 
ity and accessibility of terms and 
statements for children? 

48. Do you agree with the proposed 
addition of Measure 6AA to the Illegal 
Many children are unaware of the full 
implications of the terms and condi- 
tions they agree to when signing up 
for popular social media platforms like 
Facebook, YouTube, Snapchat, 
WhatsApp, and Instagram. To address 
this, simplified terms and conditions 
guides will be distributed to thou- 
sands of teachers across England, 
equipping them with the tools to edu- 
cate students on understanding their 
online rights and responsibilities. 
These guides are specifically designed 
to empower children by providing 
them with clearer, more accessible in- 
formation, enabling them to make in- 
formed decisions about their digital 
interactions. In response to growing 
concerns, the Commissioner is calling 
on social media giants to increase 
their transparency and accountability, 
particularly in how they present their 
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Terms of Service 

Terms of Service as mentioned in the supporting 
documents should be accessible and should ease 
the user journey whilst on the platform. A lot of the 
services who are accessible by children as young 
as 13 years old, include complicate sign up and re- 
porting processes which are incomprehensible by 
children who are legally using the platform. To re- 
flect on the proposals put forward by the Chil- 
dren’s Commissioner we request that Ofcom fol- 
lows the guidelines provided which include 

 
• Awareness of the full implications of the 

terms and conditions they agree to when 
signing up for popular social media plat- 
forms like Facebook, YouTube, Snapchat, 
WhatsApp, and Instagram. 

• Simplification of the terms and conditions 
for all users with underage users, to en- 
hance accessibility 

• Creation of Guides which will be distrib- 
uted to thousands of teachers across Eng- 
land, equipping them with the tools to edu- 
cate students on understanding their 
online rights and responsibilities. These 
guides are specifically designed to em- 
power children by providing them with 
clearer, more accessible information, ena- 
bling them to make informed decisions 
about their digital interactions. 

• Increases transparency and accountabil- 
ity, particularly in how they present their 
terms of service to younger users, ensuring 
that these platforms are safer and more 
comprehensible for children. 



terms of service to younger users, en- 
suring that these platforms are safer 
and more comprehensible for chil- 
dren. Content Codes? 

a) Please provide any arguments and 
supporting evidence. 

 

Recommender systems (Section 20) 

49. Do you agree with the proposed 
recommender systems measures to 
be included in the Children’s Safety 
Codes? 

a) Please confirm which proposed 
measure your views relate to and pro- 
vide any arguments and supporting 
evidence. 

b) If you responded to our illegal 
harms consultation and this is relevant 
to your response here, please signpost 
to the relevant parts of your prior re- 
sponse. 

50. Are there any intervention points 
in the design of recommender sys- 
tems that we have not considered 
here that could effectively prevent 
children from being recommended 
primary priority content and protect 
children from encountering priority 
and non-designated content? 

51. Is there any evidence that suggests 
recommender systems are a risk fac- 
tor associated with bullying? If so, 
please provide this in response to 
Measures RS2 and RS3 proposed in 
this chapter. 

52. We plan to include in our RS2 and 
RS3, that services limit the promi- 
nence of content that we are propos- 
ing to be classified as non-designated 
content (NDC), namely depressive 
content and body image content. This 
is subject to our consultation on the 

Is this answer confidential? / No 

Safety-by-design 
Ofcom's risk register suggests that for the majority 
of illegal activities covered by the legislation – 
such as grooming, incitement to suicide, harass- 
ment, stalking, threats, and abuse – are not ampli- 
fied by the business model itself and therefore the 
nature of a service is not considered a significant 
risk factor. Instead, various features like recom- 
mender systems are identified as potential risks. 
However, there is substantial evidence indicating 
that features designed to retain user attention are 
inherently linked to the business model. By ex- 
empting business models from scrutiny, there's 
effectively a legitimization of commercial prac- 
tices that are known to pose risks and cause harm, 
which contradicts the original intent of the legisla- 
tion. As articulated by Lord Minister Parkinson of 
Whitley Bay: “Obligations on services extend to 
the design and operation of the service. These ob- 
ligations ensure that the consideration of risks as- 
sociated with the business model of a service is a 
fundamental aspect of the Bill."7 

 
Additionally, the proposed measures that address 
the recommender system come quite late in the 
product development and design process. A more 
robust “safety by design” approach, combined 
with rigorous risk assessment and product safety 
testing, should consider many more aspects of 
the overall service much earlier in the process. 

Primary Priority Content and Violent Content 



classification of these content catego- 
ries as NDC. Do you agree with this 
proposal? Please provide the underly- 
ing arguments and evidence of the rel- 
evance of this content to Measures 
RS2 and RS3. 

• Please provide the underlying argu- 
ments and evidence of the relevance 
of this content to Measures RS2 and 
RS3. 

We would like to see violent content to be in- 
cluded in the Primary Priority Content. RS2 is par- 
ticularly worrying, as children will still be able to 
view violent content within recommender sys- 
tems since the provisions aims to reduce the con- 
tent rather than block it or remove it. The current 
trends are worrying, and significant provisions 
should be introduced the minimise the sharing of 
violent and harmful content. 

In the past year, Report Harmful Content25 has 
seen a significant rise in animal abuse reports 
across social media channels. 

Report Harmful Content can reveal that 36% of the 
content escalated to industry partners between 
November to December 2023 included animal 
abuse, with the vast majority involving the abuse 
of monkeys. Since then, Report Harmful Content 
has successfully been able to remove 84% of this 
harmful content being shared across social media 
platforms. 

The content, which is often distressing to watch, 
usually involves monkeys being physically and 
psychologically hurt and mistreated. Concern- 
ingly, Report Harmful Content has found that 
alongside much of this content, many viewers 
have actively engaged in and encouraged the tor- 
ture of monkeys, revealing a concerning trend 
across global social media platforms. 

According to the POSH 2023 report, during March 
2023, there was a lot of attention and a volume of 
cases around “TikTok riots” in schools², which re- 
flects concerns across the education sector 
about the use of social media platforms to host 
content related to behaviour in schools. These in- 
cidents coincide with a number of cases specifi- 
cally referring to these incidents, with enquirers 
requesting help to get content taken down. Re- 
garding the location of content that caused con- 
cern (and was often requested to be removed), it 

 

25SWGfL, 2024 Report Harmful Content Sees Concerning Rise in Animal Abuse Content (swgfl.org.uk) 

https://swgfl.org.uk/magazine/report-harmful-content-sees-concerning-rise-in-animal-abuse-content/


 is no surprise, that the overwhelming majority was 
hosted on social media platforms. We therefore 
would like the reinforce the need to blocking and 
removing access to violent content which can 
have significant psychological and mental effects 
on children who come in contact. 

Sextortion 

Platforms should prevent the creation of fake pro- 
files, and it is far more common to be targeted by 
gangs who are using fake profiles. The functional- 
ities platforms allow gangs to exploit them and tar- 
get young boys on popular platforms. For in- 
stance, certain functionalities including the lack 
of the profile verification system permits the exist- 
ence of sextortion cases which target vulnerable 
users online. 

The UKSIC has hosted an Insight Research Series26 

on the topic of sexual exploitation (sextortion), 
and the consensus was that significant steps 
should be taken to protect children, and it requires 
a collaborative approach that will bring together, 
the Police, Government, NGOs and other stake- 
holders. The IWF hotline published, its findings 
which indicate a significant rise in the cases of 
sexual exploitation of children: "in the first six 
months of 2023 reports of confirmed child sexual 
abuse involving ‘sextortion’ surged by 257%* 
compared with the whole of 2022”27. 

Business Model 

The business model is discussed in the risk as- 
sessment and risk profiles, receiving more atten- 
tion than in the previous consultation. However, 
the codes of practice do not address measures to 
mitigate or limit the commercial incentives for cre- 
ating content, such as clickbait farms or harmful 

 
 
 

 

26 UKSIC 2023, https://saferinternet.org.uk/blog/insight-series-highlights-global-online-challenges 
27 IWF, 2024 https://www.iwf.org.uk/news-media/news/hotline-reports-shocking-rise-in-the-sextortion-of- 
boys/ 

https://saferinternet.org.uk/blog/insight-series-highlights-global-online-challenges
https://www.iwf.org.uk/news-media/news/hotline-reports-shocking-rise-in-the-sextortion-of-boys/
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 influencers like Andrew Tate, where content gen- 
eration is driven by profit and often represents the 
creators' primary reason for being on the platform. 

In the risk register, Ofcom specifically references 
the recent rise of Andrew Tate, highlighting the fi- 
nancial incentives to create and share harmful 
content. It notes how the monetisation incentive, 
combined with recommender systems, leads to 
harmful content being pushed to younger users 
without their prior engagement. 

In the Illegal Harms Consultation, we raised our 
concern regarding the lack of a transparent pro- 
file verification process could have significant ef- 
fects on the type of content that children consume 
online. The rise of AI technologies could greatly ex- 
acerbate the volume of information and fake 
news, whereas an effective and credible verifica- 
tion system could significantly assist in the dis- 
tinction between misinformation and reality. 

According to the BBC Bitesize research28, 37% of 
young people would trust influencers online as a 
primary source of information, and the verification 
system could take advantage of the trust children 
place on the verification scheme. If a service im- 
plements a profile verification service and a paid- 
for-verification service, we propose improved 
public transparency for users about what verified 
status means in practice. 

Children's developing cognitive abilities mean 
that they may struggle to discern between reliable 
and unreliable information online. According to 
Ofcom's findings, verification schemes can be ex- 
ploited by malicious actors to impersonate official 
sources and deceive users. Specifically, reporting 
on X Verification has revealed vulnerabilities to 
scams within these schemes. Ofcom's re- 
search29indicates that nearly a quarter (23%) of 

 

28 BBC Bitesize, 2023, Young people believe influencers more than politicians when it comes to news 
- BBC Bitesize 

 
29 Ofcom, 2023 Children and parents: media use and attitudes report 2023 - Ofcom 

https://www.bbc.co.uk/bitesize/articles/z3ghsk7
https://www.bbc.co.uk/bitesize/articles/z3ghsk7
https://www.ofcom.org.uk/research-and-data/media-literacy-research/childrens/children-and-parents-media-use-and-attitudes-report-2023


 children express confidence in their ability to dis- 
tinguish between real and fake online content, yet 
they struggle to identify fake social media profiles 
when presented with them. Given this susceptibil- 
ity to fraud and malicious actors, Ofcom should 
ensure that services take this into account in their 
operations. 

Furthermore, any measures implemented by ser- 
vices to enhance transparency regarding how us- 
ers can obtain verified status must be age appro- 
priate. They should be designed to ensure that the 
information provided is understandable, pre- 
sented clearly, easily accessible, and introduced 
at appropriate moments. These measures should 
be comprehensible and accessible to all young 
people, regardless of their age, background, or cir- 
cumstances. 

 

53. Do you agree with the proposed 
user support measures to be included 
in the Children’s Safety Codes? 

a) Please confirm which proposed 
measure your views relate to and pro- 
vide any arguments and supporting 
evidence. 

b) If you responded to our Illegal 
harms consultation and this is relevant 
to your response here, please signpost 
to the relevant parts of your prior re- 
sponse. 

Confidential? – N 

Please see our response to illegal harms. 

Search features, functionalities and user support (Section 22) 

54. Do you agree with our proposals? 
Please provide underlying arguments 
and evidence to support your views. 

55. Do you have additional evidence 
relating to children’s use of search ser- 
vices and the impact of search func- 
tionalities on children’s behaviour? 

Confidential? – Y / N 



56. Are there additional steps that you 
take to protect children from harms as 
set out in the Act? 

a) If so, how effective are they? 

As referenced in the Overview of 
Codes, Section 13 and Section 17, the 
use of GenAI to facilitate search is an 
emerging development and there is 
currently limited evidence on how the 
use of GenAI in search services may 
affect the implementation of the 
safety measures as set out in this sec- 
tion. We welcome further evidence 
from stakeholders on the following 
questions and please provide argu- 
ments and evidence to support your 
views: 

57. Do you consider that it is techni- 
cally feasible to apply the proposed 
codes measures in respect of GenAI 
functionalities which are likely to per- 
form or be integrated into search 
functions? Please provide arguments 
and evidence to support your views. 

 



Combined Impact Assessment (Section 23) 

58. Do you agree that our package of 
proposed measures is proportionate, 
taking into account the impact on chil- 
dren’s safety online as well as the im- 
plications on different kinds of ser- 
vices? 

Confidential? – Y / N 

Statutory tests (Section 24) 

59. Do you agree that our proposals, 
in particular our proposed recommen- 
dations for the draft Children’s Safety 
Codes, are appropriate in the light of 
the matters to which we must have 
regard? 

a) If not, please explain why. 

Confidential? – Y / N 

Annexes 

Impact Assessments (Annex A14) 

60. In relation to our equality impact 
assessment, do you agree that some 
of our proposals would have a positive 
impact on certain groups? 

61. In relation to our Welsh language 
assessment, do you agree that our 
proposals are likely to have positive, 
or more positive impacts on opportu- 
nities to use Welsh and treating Welsh 
no less favourably than English? 

a) If you disagree, please explain why, 
including how you consider these pro- 
posals could be revised to have posi- 
tive effects or more positive effects, or 
no adverse effects or fewer adverse 
effects on opportunities to use Welsh 
and treating Welsh no less favourably 
than English. 

Confidential? – Y / N 



Please complete this form in full and return to protectingchildren@ofcom.org.uk. 

mailto:protectingchildren@ofcom.org.uk
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