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Your response 
Question Your response 

Volume 2: Identifying the services children are using  

Children’s Access Assessments (Section 4).  

Do you agree with our proposals in 

relation to children’s access assess-

ments, in particular the aspects be-

low. Please provide evidence to sup-

port your view. 

1. Our proposal that service providers 

should only conclude that children are 

not normally able to access a service 

where they are using highly effective 

age assurance? 

2. Our proposed approach to the child 

user condition, including our proposed 

interpretation of “significant number 

of users who are children” and the 

factors that service providers consider 

in assessing whether the child user 

condition is met? 

3. Our proposed approach to the pro-

cess for children’s access assess-

ments? 

techUK members note Ofcom’s decision not to 
prescribe an exact number or set method of cal-
culation for services to determine a “significant 
number” of children. As Ofcom acknowledges, 
the nature of the service in question will greatly 
impact whether this number is material in the con-
text of the service. TechUK members appreciate 
that a degree of flexibility and contextual 
knowledge in making this assessment is therefore 
necessary, however, too much ambiguity may 
make compliance challenging. We suggest Ofcom 
provides more robust and clear guidance on what 
constitutes a “significant number” (e.g. by setting 
thresholds). 
 
Proposal for Highly Effective Age Assurance 
 
TechUK members acknowledge the importance of 
using "highly effective age assurance" (HEAA) 
methods to determine whether children can ac-
cess services. However, the application of HEAA 
should be proportionate and risk-based. Different 
services will have varying levels of risk and func-
tionalities, requiring tailored approaches to age 
assurance. 
 

- The draft Code suggests platforms utilise 
“highly effective age assurance” (HEAA) 
methods to determine whether the service 
can be accessed by children, and to stage-
gate children of different age ranges from 
specific harms relevant to that age group. It 
is also proposed that higher and medium 
risk services apply HEAA to recommender 
systems. 



Question Your response 

- Age assurance measures should be intro-
duced in a proportionate way, which take 
into account the specific risk-profile and 
functionalities of a given service. This is im-
portant as different services will have dif-
ferent ways of assessing what is deemed 
as “highly effective”. For example, a high 
risk service should have a higher bar for ef-
fective age assurance than a lower risk ser-
vice. 

- A proportionate, risk-based approach will 
enable services to balance their age assur-
ance obligations with other duties such as 
those related to data minimization, privacy 
and inclusion. 

- Further, Ofcom should provide guidance to 
address the wording within the Act which 
makes a clear distinction between ‘age ver-
ification’ or ‘age estimation’ techniques to 
consider how age estimation is being con-
sidered more broadly. 

- Ofcom also does not give any granular defi-

nition of HEAA. Some members suggest 

Ofcom should point to the incoming IEEE and 

ISO standards (IEEE 2089.1 and  ISO/IEC 

27566) which will give % levels, and without 

which, it may be difficult for services to com-

ply. The UKAS accredited ACCS registry [1]and 

the NIST facial age estimation benchmark 

both detail the accuracy of age assurance 

technologies from a range of vendors. Ofcom 

could build on this work and that of the inter-

national standards. 

 
Ofcom’s current proposals go further than the 
guidance set out by the ICO which advises that; 
 
“You must use age assurance carefully as it car-
ries its own types of risk. For example, it may be 
disproportionately intrusive...requiring access to 
documentation which can include special cate-
gory data; may introduce risks of inaccuracy; may 

https://accscheme.com/registry/?filter=true&registry_category=age-estimation
https://ukc-word-edit.officeapps.live.com/we/wordeditorframe.aspx?ui=en-US&rs=en-US&wopisrc=https%3A%2F%2Ftechuk.sharepoint.com%2Fsites%2FPolicyPublicAffairs%2F_vti_bin%2Fwopi.ashx%2Ffiles%2F2687d66859b4441ca07903c5f7888466&wdenableroaming=1&mscc=1&hid=09C63DA1-E0B7-9000-66B2-815DACC72172.0&uih=sharepointcom&wdlcid=en-US&jsapi=1&jsapiver=v2&corrid=d2c0e135-bd55-c463-c0fd-25514b526099&usid=d2c0e135-bd55-c463-c0fd-25514b526099&newsession=1&sftc=1&uihit=docaspx&muv=1&cac=1&sams=1&mtf=1&sfp=1&sdp=1&hch=1&hwfh=1&dchat=1&sc=%7B%22pmo%22%3A%22https%3A%2F%2Ftechuk.sharepoint.com%22%2C%22pmshare%22%3Atrue%7D&ctp=LeastProtected&rct=Normal&wdorigin=AuthPrompt.OWA-NT-Mail.Sharing.DirectLink.Copy&instantedit=1&wopicomplete=1&wdredirectionreason=Unified_SingleFlush#_ftn1
https://pages.nist.gov/frvt/html/frvt_pad.html


Question Your response 

result in exclusion or discrimination of already 
marginalised groups due to bias, inaccuracy or re-
quirements for official documentation; People 
may be unable to use some types of age assur-
ance due to physical or cognitive reasons and risk 
being excluded from services they are entitled to 
access.” 
 
The ICO goes on to say that they do not expect ser-
vices to “implement age assurance methods that: 
are not currently technically feasible; pose a sig-
nificant and disproportionate economic impact 
on businesses; or pose risks to the rights and free-
doms of people that are disproportionate to the 
other processing activities on the service.” Given 
the careful trade-offs required to balance privacy, 
inclusion and safety, we strongly urge Ofcom to 
align with the ICO’s guidance and give services 
flexibility to design age assurance methods that 
best suit the services’ unique characteristics. Ef-
fective age assurance should consider a wide 
range of approaches and should not be overly reli-
ant on one solution, for example biometrics, 
where accuracy will introduce challenges to age-
gating younger users with any granularity. 
 
Promoting Proportionate Age Assurance 
Measures 
 
Some members believe a way to encourage a 
more proportionate approach to age assurance 
could be to adapt the current guidance so that ser-
vices conduct the risk assessment before the 
child access assessment. This would enable 
Ofcom to understand the risk profile of a service, 
before proposing a specific approach to age as-
surance. While it may be appropriate to require 
some high risk services to implement more robust 
age assurance measures, lower risk services 
shouldn’t need to do the same. 
 



Question Your response 

We also note that Australia’s government is trial-
ling age assurance measures for children, helping 
build an evidence base before any mandated 
measures. We invite Ofcom to consider a trial or 
pilot approach and introduce HEAA in an incre-
mental, careful and evidence-led manner, which 
can complement the work already undertaken for 
18+ age assurance under the VOD regime. 
 
Clarification on Access Assessments and Child 
User Conditions 

The draft Children’s Access Assessments Guid-
ance states a service meets the child user condi-
tion if it has a “significant number” of child users 
or is likely to attract such users. It notes that even 
a small number or percentage of children could be 
significant, depending on the content. Yet, we 
note Ofcom’s decision not to prescribe an exact 
number or method for determining a “significant 
number” of child users. 

 

This ambiguity may make determining a signifi-
cant number, and ultimately compliance chal-
lenging, especially given the added duties under 
the act. While the act doesn’t define "significant," 
Ofcom’s current stance doesn’t offer the neces-
sary clarity. We suggest Ofcom provides more ro-
bust and clear guidance on what constitutes a 
“significant number” for companies at different 
sizes and risk levels.  

 

Volume 3: The causes and impacts of online harm to children 

Draft Children’s Register of Risk (Section 7) 

Proposed approach: 

4. Do you have any views on Ofcom’s 

assessment of the causes and impacts 

4. Causes and Impacts of Online Harms 

techUK acknowledges the examination of various 
causes of online harms, including inappropriate 
content, cyberbullying, and data privacy issues. 



Question Your response 

of online harms? Please provide evi-

dence to support your answer. 

 a. Do you think we have missed any-

thing important in our analysis? 

5. Do you have any views about our 

interpretation of the links between 

risk factors and different kinds of con-

tent harmful to children? Please pro-

vide evidence to support your answer. 

6. Do you have any views on the age 

groups we recommended for as-

sessing risk by age? Please provide ev-

idence to support your answer. 

7. Do you have any views on our inter-

pretation of non-designated content 

or our approach to identifying non-

designated content? Please provide 

evidence to support your answer. 

 

Evidence gathering for future work: 

8. Do you have any evidence relating 

to kinds of content that increase the 

risk of harm from Primary Priority, Pri-

ority or Non-designated Content, 

when viewed in combination (to be 

considered as part of cumulative 

harm)? 

9. Have you identified risks to children 

from GenAI content or applications on 

U2U or Search services? 

 a) Please Provide any information 

about any risks identified 

10. Do you have any specific evidence 

relevant to our assessment of body 

image content and depressive content 

as kinds of non-designated content? 

Specifically, we are interested in: 

 a) (i) specific examples of body image 

or depressive content linked to signifi-

cant harms to children, 

We believe that understanding these causes is 
crucial for developing effective mitigation strate-
gies. It is important to consider the diverse ways in 
which children interact with digital platforms and 
the multifaceted nature of online risks. 

For many registered risks, there is no quantitative 
data showing the extent of negative outcomes 
compared to neutral or positive activity. For in-
stance, the Children’s Register of Risks states that 
posting content (images, videos, text) is funda-
mental to harm across all areas without highlight-
ing the relative benefits. Ofcom should provide 
more specific and high quality evidence on these 
harms relative to general use. This is vital as po-
tentially setting measures based on flawed re-
search will not introduce measures to  protect 
children. This threatens a waste of resource that 
could be used on more effective child safety 
measures.  

The evolving nature of digital interactions suggests 
continuous reassessment is necessary. Greater 
emphasis on emerging technologies and their po-
tential risks could enhance the analysis. 

Further, as not all services are the same, many of 
the content, issues, and functionalities described 
in the draft Register of Risks are not applicable to 
all services. The draft guidance suggests that the 
Register of Risks informs the Children’s Risk Pro-
files, which service providers should consult when 
assessing risks their services may face. Services 
not offering certain content or functionalities 
should not need to consider related risks. Ofcom 
should clarify this to avoid unnecessary compli-
ance burdens for services with limited functional-
ities. 

 

6. Recommended Age Groups 
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 b. (ii) evidence distinguishing body 

image or depressive content from ex-

isting categories of priority or primary 

priority content. 

11. Do you propose any other cate-

gory of content that could meet the 

definition of NDC under the Act at this 

stage? Please provide evidence to sup-

port your answer. 

Most members view the recommended age 
groups as appropriate, considering developmen-
tal stages and varying online behaviours. Ofcom 
should seek to provide clear and up to date evi-
dence on the different types of harm which may be 
relevant to such aggregated groups, particularly 
as societal harms evolve. 

Some members wish to note that there are partic-
ular risks faced by different age groups, which 
makes it relevant to distinguish between age 
groups, and that  age assurance technologies can 
support these categories.  

 

9. Risks to children from GenAI content or appli-
cations on U2U or Search services  

Concerns include misinformation, exposure to in-
appropriate content, and privacy breaches.  

 

Risk Mitigation Strategies 

techUK agrees with the proposed strategies for 
mitigating risks, including enhanced content mod-
eration and comprehensive user education. We 
advocate for a balanced approach that protects 
children without compromising user privacy and 
freedom of expression. Implementing these strat-
egies requires collaboration between industry, 
regulators, and child protection experts. 

Draft Guidance on Content Harmful to Children (Section 8) 

12. Do you agree with our proposed 

approach, including the level of speci-

ficity of examples given and the pro-

posal to include contextual infor-

mation for services to consider? 

13. Do you have further evidence that 

can support the guidance provided on 

14.b) Not Harmful: Educational content, even if 
discussing sensitive topics like mental health, 
should not be deemed harmful if it is presented in 
an age-appropriate and supportive manner. 
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different kinds of content harmful to 

children? 

14. For each of the harms discussed, 

are there additional categories of con-

tent that Ofcom 

 a) should consider to be harmful or 

 b) consider not to be harmful or 

 c) where our current proposals should 

be reconsidered? 

Volume 4: How should services assess the risk of online harms? 

Governance and Accountability (Section 11) 

15. Do you agree with the proposed 

governance measures to be included 

in the Children’s Safety Codes? 

a) Please confirm which proposed 

measure your views relate to and 

explain your views and provide 

any arguments and supporting 

evidence. 

b) If you responded to our Illegal 

Harms Consultation and this is 

relevant to your response here, 

please signpost to the relevant 

parts of your prior response.  

16. Do you agree with our assumption 

that the proposed governance 

measures for Children's Safety Codes 

could be implemented through the 

same process as the equivalent draft 

Illegal Content Codes? 

TechUK supports the importance of governance 
and accountability. However, we propose flexibil-
ity in the implementation, recognizing the diverse 
nature and sizes of tech companies. A one-size-
fits-all approach may affect the diversity of con-
tent and user expression. Many platforms regu-
lated by Ofcom operate cross-border, meaning 
their governance arrangements may not be UK-
specific. We encourage Ofcom to collaborate with 
global regulators to promote consistent global 
governance standards that effectively combat 
user harm, while also paying attention to the limits 
of powers granted by UK parliament. The Codes 
should offer guidance, while allowing services 
flexibility in compliance while ensuring a safer 
online environment. Ensuring consistency with 
other Ofcom Codes would allow for reduced bur-
dens on smaller services and a more harmonised 
approach. 

TechUK would like to signpost our submission to 
the Illegal Harms Consultation, where similar 
points were made in regards to the Illegal Content 
Codes of Practice (page 9 of our response). 

Children’s Risk Assessment Guidance and Children’s Risk Profiles’ (Section 12) 
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17. What do you think about our pro-

posals in relation to the Children’s Risk 

Assessment Guidance? 

 a) Please provide underlying argu-

ments and evidence of efficacy or risks 

that support your view. 

18. What do you think about our pro-

posals in relation to the Children’s Risk 

Profiles for Content Harmful to Chil-

dren? 

 a) Please provide underlying argu-

ments and evidence of efficacy or risks 

that support your view. 

Specifically, we welcome evidence 

from regulated services on the follow-

ing: 

19. Do you think the four-step risk as-

sessment process and the Children’s 

Risk Profiles are useful models to help 

services understand the risks that 

their services pose to children and 

comply with their child risk assess-

ment obligations under the Act? 

20. Are there any specific aspects of 

the children’s risk assessment duties 

that you consider need additional 

guidance beyond what we have pro-

posed in our draft? 

21. Are the Children’s Risk Profiles suf-

ficiently clear and do you think the in-

formation provided on risk factors will 

help you understand the risks on your 

service? 

 a) If you have comments or input re-

lated to the links between different 

kinds of content harmful to children 

and risk factors, please refer to Vol-

ume 3: Causes and Impacts of Harms 

to Children Online which includes the 

draft Children’s Register of Risks. 

21. Children’s Risk Profiles 
 
While some techUK members are satisfied with 
the current risk profiles, others are concerned that 
the current risk profiles are too broad-brush, with 
some based on little evidence or incorrect inter-
pretations. For example, the assumption that ad-
vertising as a revenue model is highlighted as a 
risk factor without evidence.  
 
Some members are also calling for Ofcom to 
make a distinction between licensed and unli-
censed content when it comes to potential user 
harm. The ability to post and / or re-forward im-
ages and videos, and the ability to search for con-
tent and tag it, has different implications for li-
censed artistic content as opposed to unlicensed 
user-generated content. Likewise, auto-play as a 
function for music - which can be used as a back-
ground noise whilst children study and play, for 
example - will have different implications than 
auto-play as a function for scrolling through vid-
eos. Some members call for Ofcom to consider 
adding protections for licensed artistic content to 
recognise the different risk profiles from other 
user-generated content. 
 
We would also request that Ofcom refrain from 
making frequent, significant changes to the Chil-
dren’s Risk Profiles to ensure that service provid-
ers are not required to continually update their 
compliance mechanisms, resulting in unneces-
sary costs and complexity (which would represent 
a disproportionately significant burden for me-
dium/small services). For example, Ofcom should 
not make significant changes to the Children’s 
Risk Profiles within a year of publication. 
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Volume 5 – What should services do to mitigate the risk of online harms 

Our proposals for the Children’s Safety Codes (Section 13) 

Proposed measures 

22. Do you agree with our proposed 

package of measures for the first Chil-

dren’s Safety Codes? 

 a) If not, please explain why. 

Evidence gathering for future work. 

23. Do you currently employ measures 

or have additional evidence in the ar-

eas we have set out for future consid-

eration? 

 a) If so, please provide evidence of 

the impact, effectiveness and cost of 

such measures, including any results 

from trialling or testing of measures. 

24. Are there other areas in which we 

should consider potential future 

measures for the Children’s Safety 

Codes? 

 a) If so, please explain why and pro-

vide supporting evidence. 

While members recognise the importance of hav-
ing strong governance and accountability proce-
dures, as well as open lines of communication 
with Ofcom, members note that in practice ac-
countability for compliance with the child safety 
duties will be spread across a team of people e.g. 
in house and external lawyers, product managers, 
engineers and policy and government relations 
teams, so it may be practically more appropriate 
to allow services to nominate a team or a group of 
individuals as responsible for the different as-
pects of compliance. It is also unclear what ac-
countability would entail. Individuals are not le-
gally responsible under the Act, unless named in 
an information request. If their names were to be 
made public, there would be a significant concern 
of abuse in that case. 

Rather than naming a single accountable individ-
ual, we suggest that companies provide Ofcom 
with a primary point of contact (which we note in 
many cases they will have already).   

 

 



 

Developing the Children’s Safety Codes: Our framework (Section 14) 

25. Do you agree with our approach to 

developing the proposed measures for 

the 

Children’s Safety Codes? 

 a) If not, please explain why. 

26. Do you agree with our approach 

and proposed changes to the draft Il-

legal Content Codes to further protect 

children and accommodate for poten-

tial synergies in how systems and pro-

cesses manage both content harmful 

to children and illegal content? 

 a) Please explain your views. 

27. Do you agree that most measures 

should apply to services that are ei-

ther large services or smaller services 

that present a medium or high level of 

risk to children? 

28. Do you agree with our definition 

of ‘large’ and with how we apply this 

in our recommendations? 

29. Do you agree with our definition 

of ‘multi-risk’ and with how we apply 

this in our recommendations? 

30. Do you agree with the proposed 

measures that we recommend for all 

services, even those that are small and 

low-risk?  

Definition of User and User Numbers  

While techUK cannot comment on particular plat-
forms or services, it must be noted that measuring 
user numbers can mean very different things for 
different organisations. For some techUK mem-
bers, Ofcom’s guidance on calculating the num-
ber of monthly UK users enables them to apply the 
appropriate methodology given their service type. 
However, for a majority of techUK members, the 
lack of clarity has raised concern. We have noted 
that Ofcom’s advice to the Secretary of State on 
categorisation thresholds also does not define 
what is meant by a user. It is vital that this is clari-
fied by Ofcom at the earliest opportunity. 

It is currently not clear what is meant by a ‘user’ or 
how users will be counted. Not only is there a dif-
ference between active and inactive users, but 
also between active users and active buyers on 
certain services. These definitions also currently 
differ across services. For example, on a service, 
a user could be defined as someone who has pur-
chased something in the last year. Therefore, the 
definition of a non active user would be someone 
who has bought nothing but is still using the ser-
vice, as there would be no associated harm. On 
other services, some users may only engage with 
rights-based B2B content, and never with user-
generated content.  

Further, there are questions around how services 
de-duplicate. For example, if you have a user on 
the web, and then also on mobile, how do we en-
sure these users aren’t being double counted? 

Ofcom’s advice and policy intentions therefore 
aren’t clear about the difference between active 
and registered users, and how this will affect cat-
egorisation thresholds and associated duties on 



services. Until this is clarified, and services under-
stand whether they are in scope, there are signifi-
cant business implications. 

Definition of Services 

We stress the paramount importance of providing 
clarity on essential terms and definitions within 
the consultation. Ensuring a common under-
standing, particularly for terms like ‘large ser-
vices,’ ‘low risk,’ and ‘multi risk,’ is imperative for 
effective implementation and enforcement. This 
is alongside clarity on the differences between 
‘high risk’ harm versus ‘low risk harm’.  

Definition of Multi Risk 

techUK members agree with the general principle 
that services with risk from multiple kinds of illegal 
harms should be subject to more onerous 
measures. However, the difference between ser-
vices with risk from two kinds of illegal harms, and 
services with risk from ten kinds of illegal harms, 
is significant.  

 

Ofcom’s Guidance (Volume 5 – What should ser-
vices do to mitigate the risk of online harms) spec-
ifies that there are additional measures for ser-
vices that are multi-risk for content harmful to 
children, meaning that they have medium or high 
risk for two or more kinds of content harmful to 
children (i.e. at least two across the four kinds of 
PPC, eight kinds of PC and any kinds of NDC where 
applicable) (para 14.55). However, in the draft 
Children's Code the term "Multi-risk in relation to 
content that is harmful to children" has the follow-
ing meaning: "The children’s risk assessment of 
the service identified a medium risk or harm or a 
high risk of harm to children arising from two or 
more specific kinds of content that is harmful to 
children" (page 64). This does not appear to clearly 
make a distinction for different types of harmful 



content. Ofcom should make it clear which defini-
tion applies. 

 

In connection with the Children’s Code definition, 
some members have concerns that this will lead 
to an oversimplified approach, where services 
with risk from minimal (but more than one) kinds 
of harm are automatically subject to the same 
measures as services with risk from many kinds of 
harm. This does not feel in line with Ofcom’s own 
proposals for a risk-based, proportionate ap-
proach. A more proportionate approach might be 
to consider the number of harms each service is at 
risk for on a case-by-case basis, rather than apply-
ing a blanket classification. This would help to en-
sure that only those platforms that present the 
most risks to users will be subject to the most on-
erous measures, and avoid an undue compliance 
burden for services where the overall level of risk 
remains low. 

Threshold for Multi-Risk Services 

In line with our feedback during the Illegal Harms 
consultation, we believe the current threshold de-
fining a “multi-risk service” is too low. Following 
the definition Ofcom have provided in Volume 5 of 
the Guidance, a service is classified as multi-risk 
if it identifies high or medium risk for at least two 
kinds of content harmful to children (broken down 
into at least 2 across the 4 kinds of PPC, 8 kinds of 
PC and any kinds of NDC where applicable). We 
suggest raising this threshold to at least three or 
more kinds of harmful content (e.g., at least three 
types of PPC, at least five types of PC, and at least 
three types of NDC, where applicable). This ad-
justment would provide a more evidence-based 
and balanced approach to classifying and manag-
ing multi-risk services. 



Finally, it is vital to highlight that the lack of defini-
tions and lack of clarity will impact less well re-
sourced, and often smaller organisations the 
most. 

Age assurance measures (Section 15) 

31. Do you agree with our proposal to 

recommend the use of highly effective 

age assurance to support Measures 

AA1-6? Please provide any infor-

mation or evidence to support your 

views. 

 a) Are there any cases in which HEAA 

may not be appropriate and propor-

tionate? 

 b) In this case, are there alternative 

approaches to age assurance which 

would be better suited? 

32. Do you agree with the scope of the 

services captured by AA1-6? 

33. Do you have any information or 

evidence on different ways that ser-

vices could use highly effective age as-

surance to meet the outcome that 

children are prevented from encoun-

tering identified PPC, or protected 

from encountering identified PC under 

Measures AA3 and AA4, respectively? 

34. Do you have any comments on our 

assessment of the implications of the 

proposed Measures AA1-6 on chil-

dren, adults or services? 

 a) Please provide any supporting in-

formation or evidence in support of 

your views. 

35. Do you have any information or 

evidence on other ways that services 

could consider different age groups 

when using age assurance to protect 

31. Proposal to Recommend Highly Effective 
Age Assurance (HEAA) 

TechUK supports Ofcom’s proposal to recom-
mend the use of highly effective age assurance 
(HEAA) methods to support Measures AA1-6. 
However, it's important to apply HEAA proportion-
ately, considering the specific risks associated 
with different types of services. 

Age assurance should only be mandated for ser-
vices where there is a high risk of children encoun-
tering potentially harmful content (PPC) or pro-
tected content (PC). The majority of non-social 
media services, where such content is unlikely to 
appear, should not be burdened with the same re-
quirements. A proportionate approach, based on 
the service's risk profile, is essential. 

While TechUK appreciates Ofcom’s prescriptive 
guidance on highly effective age assurance, it 
should also consider the diverse and complex na-
ture of different platforms. Ofcom should provide 
information on its thinking for more complicated 
approaches to verifying age where different age 
assurance approaches may be combined, to ad-
dress the wording within the Act which makes a 
distinction between ‘age verification’ or ‘age esti-
mation’ techniques. Age estimation, when com-
bined with other techniques in a layered or "water-
fall" approach, can be less intrusive and more ef-
fective. For example, starting with less invasive 
methods and escalating to more stringent 



children in age groups judged to be at 

risk of harm from encountering PC? 

measures if necessary can provide robust age as-
surance while respecting user privacy. 

The current guidance does not fully address more 
complicated platforms or advanced techniques. 
The act makes a clear distinction between age es-
timation and age assurance. For instance, if age 
estimation methods like facial age estimation fail, 
alternative methods such as sharing of an age at-
tribute from a one off ID verification or from a re-
usable digital ID app might be necessary. Ofcom's 
guidance should reflect these complexities and 
support the use of multiple, complementary age 
assurance techniques. 

Further, the potential for circumvention of age as-
surance measures, for example circumvention via 
VPNs, has not been fully explored by Ofcom. This 
is an area where Ofcom could undertake research 
and share their review. 

32. Scope of Services Captured by AA1-6 

The scope of services captured by AA1-6 should 
reflect the risk of encountering PPC or PC. Ser-
vices with a higher risk profile should have strin-
gent age assurance measures, while those with 
lower risks should not be unduly burdened. 
TechUK urges Ofcom to apply this risk-based ap-
proach consistently. 

33. Using HEAA to Meet Outcomes under 
Measures AA3 and AA4 

There are various ways services can use HEAA to 
ensure children are prevented from encountering 
identified PPC or protected from encountering 
identified PC under Measures AA3 and AA4. Pa-
rental verification methods should be considered 
part of the highly effective age assurance tools, 
such as allowing parents to verify that a user is un-
der 18. This method can be particularly useful for 
services targeting younger audiences. 



Layering age estimation with other verification 
techniques can enhance effectiveness. For exam-
ple, combining age estimation with parental con-
trols, user behavior analysis, or ID verification can 
provide a comprehensive approach to age assur-
ance. These should be considered in a proportion-
ate, risk based manner.  

34. Implications of Proposed Measures AA1-6 

The proposed Measures AA1-6 will have signifi-
cant implications for children, adults, and ser-
vices. It is crucial to balance protecting children 
from harm with ensuring user privacy and mini-
mizing intrusiveness. A flexible approach that al-
lows for varying methods based on service type 
and risk level will be most effective. 

Overall, age assurance measures should be ap-
plied where there is a high risk of harmful content, 
and a proportionate, flexible approach should be 
adopted. Ofcom’s guidance should accommo-
date complex platforms and layered techniques, 
ensuring a balance between protecting children 
and respecting user privacy. 

Content moderation U2U (Section 16) 

36. Do you agree with our proposals? 

Please provide the underlying argu-

ments and evidence that support your 

views.  

37. Do you agree with the proposed 

addition of Measure 4G to the Illegal 

Content Codes? 

 a) Please provide any arguments and 

supporting evidence. 

36. General Proposals 

TechUK recognizes the importance of robust con-
tent moderation to protect children from harmful 
content. However, we strongly urge Ofcom to de-
velop less restrictive guidance to prevent over-en-
forcement by services. Overly restrictive content 
moderation policies could lead to unintended 
consequences, such as legitimate users being un-
able to access useful information and content, ul-
timately stifling free expression. Further, Ofcom 
has an economic duty which makes proportional-
ity more important.  



The draft guidance currently suggests that content 
should be treated as harmful if it could potentially 
"romanticise" or "glamourise" harmful behaviours 
such as suicide, self-harm, eating disorders, or 
serious violence. While these harms should in-
deed be mitigated, content moderation obliga-
tions should strike a better balance between al-
lowing for freedom of expression and moderating 
for user harm. In the case of artistic expression, 
artistic content can provide important avenues for 
cathartic and safe emotion regulation, as well as 
emotion exploration and introspection. For exam-
ple, listening to sad music can help people feel 
less alone and help them overcome these emo-
tions through a shared experience. Similarly, con-
tent that contains strong or mature themes in the 
content of storytelling, for example, can provide 
educational tools for developing empathy and 
critical thinking. Effective content moderation is 
highly contextual. Content moderation teams 
need the flexibility to make thoughtful and contex-
tual decisions to avoid the significant risk of over-
enforcement. 

Furthermore, the goal of “preventing” children 
from encountering the most harmful content 
should be moderated. A more achievable aim 
would be to protect and mitigate against such en-
counters. Smaller technology services, which may 
not have the resources to implement nuanced so-
lutions like larger companies, will likely resort to 
over-removal of content, limiting legitimate and 
free expression. 

Protecting Artistic and Creative Expression 

The current draft guidance provides protections 
for journalistic content created by news publish-
ers. Some members are calling for similar protec-
tions to be extended to content of an artistic or 
creative nature. While the guidance acknowl-
edges the need to consider freedom of expres-
sion, it still mandates that content meeting the 



definition of harmful should be treated as such. 
This could inadvertently stifle artistic and creative 
expression. 

To prevent this, some members are calling for an 
exemption for artistic content to be considered, 
especially when such content is licensed from 
reputable third parties, such as mainstream me-
dia providers, major music labels, and film stu-
dios. This would help to prevent imposing blanket 
bans that could deprive young people of valuable 
artistic and creative content. 

Content Moderation Measures 

Ofcom’s approach currently correlates the size of 
a service with increased risk. We urge Ofcom to 
adopt a more nuanced and proportionate ap-
proach. Some services, due to the nature of their 
content and functionalities, present a much lower 
risk. For example, services based on licensed B2B 
content have a lower risk profile compared to 
smaller services offering user-generated content. 

Additionally, the number of UK users does not 
necessarily equate to the number of child users. 
Therefore, the size of the service should be just 
one factor among many when considering the risk 
profile and subsequent obligations. 

Search moderation (Section 17) 

38. Do you agree with our proposals? 

Please provide the underlying argu-

ments and evidence that support your 

views. 

39. Are there additional steps that ser-

vices take to protect children from the 

harms set out in the Act? 

 a) If so, how effective are they? 

No answer provided, however we encourage 
Ofcom to engage with individual companies on 
this topic.  



40. Regarding Measure SM2, do you 

agree that it is proportionate to pre-

clude users believed to be a child from 

turning the safe search settings off? 

The use of Generative AI (GenAI), see 

Introduction to Volume 5, to facilitate 

search is an emerging development, 

which may include where search ser-

vices have integrated GenAI into their 

functionalities, as well as where 

standalone GenAI services perform 

search functions. There is currently 

limited evidence on how the use of 

GenAI in search services may affect 

the implementation of the safety 

measures as set out in this code. We 

welcome further evidence from stake-

holders on the following questions 

and please provider arguments and 

evidence to support your views: 

41. Do you consider that it is techni-

cally feasible to apply the proposed 

code measures in respect of GenAI 

functionalities which are likely to per-

form or be integrated into search 

functions? 

42. What additional search modera-

tion measures might be applicable 

where GenAI performs or is integrated 

into search functions? 

 

User reporting and complaints (Section 18) 

43. Do you agree with the proposed 

user reporting measures to be in-

cluded in the draft Children’s Safety 

Codes? 

 a) Please confirm which proposed 

measure your views relate to and ex-

plain your views and provide any argu-

ments and supporting evidence. 

Some techUK members have concerns about the 
requirement to provide an indicative timeline for 
resolution at the point of acknowledging receipt of 
a complaint. Such a requirement, so early in the 
process, could ultimately delay overall com-
plaints resolution.  

In practice, it would mean companies would need 
to review the issue twice: once to triage 
timeframes just to acknowledge receipt of the 



 b) If you responded to our Illegal 

Harms Consultation and this is rele-

vant to your response here, please 

signpost to the relevant parts of your 

prior response.  

44. Do you agree with our proposals 

to apply each of Measures UR2 (e) and 

UR3 (b) to all services likely to be ac-

cessed by children for all types of 

complaints? 

 a) Please confirm which proposed 

measure your views relate to and ex-

plain your views and provide any argu-

ments and supporting evidence. 

 b) If you responded to our Illegal 

Harms Consultation and this is rele-

vant to your response here, please 

signpost to the relevant parts of your 

prior response.  

45. Do you agree with the inclusion of 

the proposed changes to Measures 

UR2 and UR3 in the Illegal Content 

Codes (Measures 5B and 5C)? 

 a) Please provide any arguments and 

supporting evidence. 

complaint, and then a further time to actually re-
solve it. This also does not allow for the fact that 
some cases are more complex. In general, forced 
service level agreemens could result in longer turn 
around times for all cases, meaning that the most 
serious may not be prioritised because of vague 
targets in other areas. Larger, better-resourced 
companies might be able to use automated sys-
tems to meet this requirement, but smaller ser-
vices would need to coordinate human reviewers 
in both instances. Allowing services to instead as-
sess and manage complaints to bespoke 
timeframes would allow for maximum efficiency, 
and would place all services on more equal foot-
ing. 

 

 



 

Terms of service and publicly available statements (Section 19) 

46. Do you agree with the proposed 

Terms of Service / Publicly Available 

Statements measures to be included 

in the Children’s Safety Codes? 

 a) Please confirm which proposed 

measures your views relate to and 

provide any arguments and support-

ing evidence. 

 b) If you responded to our illegal 

harms consultation and this is relevant 

to your response here, please signpost 

to the relevant parts of your prior re-

sponse. 

47. Can you identify any further char-

acteristics that may improve the clar-

ity and accessibility of terms and 

statements for children? 

48. Do you agree with the proposed 

addition of Measure 6AA to the Illegal 

Content Codes? 

 a) Please provide any arguments and 

supporting evidence. 

No answer provided, however we encourage 
Ofcom to engage with individual companies on 
this topic. 

 

Recommender systems (Section 20) 

49. Do you agree with the proposed 

recommender systems measures to 

be included in the Children’s Safety 

Codes? 

 a) Please confirm which proposed 

measure your views relate to and pro-

vide any arguments and supporting 

evidence. 

 b) If you responded to our illegal 

harms consultation and this is relevant 

to your response here, please signpost 

to the relevant parts of your prior re-

sponse.   

Proposed Recommender Systems Measures in 
the Children’s Safety Codes 

Categorisation as ‘Category 1’ for user-to-user 
services largely depends on whether or not they 
have a "content recommender system". This isn't 
a defined term under the Act, and hasn't been sub-
ject to parliamentary debate or public consulta-
tion. Ofcom describes this as "an algorithmic sys-
tem that, by means of machine learning model or 
other technique, determines or otherwise affects 
the way in which content is encountered by users 
of a service". Beyond this, no one has defined what 



50. Are there any intervention points 

in the design of recommender sys-

tems that we have not considered 

here that could effectively prevent 

children from being recommended 

primary priority content and protect 

children from encountering priority 

and non-designated content? 

51. Is there any evidence that suggests 

recommender systems are a risk fac-

tor associated with bullying? If so, 

please provide this in response to 

Measures RS2 and RS3 proposed in 

this chapter. 

52. We plan to include in our RS2 and 

RS3, that services limit the promi-

nence of content that we are propos-

ing to be classified as non-designated 

content (NDC), namely depressive 

content and body image content. This 

is subject to our consultation on the 

classification of these content catego-

ries as NDC. Do you agree with this 

proposal? Please provide the underly-

ing arguments and evidence of the rel-

evance of this content to Measures 

RS2 and RS3. 

 • Please provide the underlying argu-

ments and evidence of the relevance 

of this content to Measures RS2 and 

RS3. 

this term means, therefore the threshold is con-
tested. Our concern is that this description is so 
broad that it could cover almost any user-to-user 
service, as almost all services use algorithmic 
technology to determine the way in which content 
is encountered by users 

Further, techUK acknowledges the importance of 
protecting children from harmful content through 
effective regulation of recommender systems. 
However, we urge Ofcom to adopt a more nu-
anced approach rather than broadly and inaccu-
rately categorising all content recommendation 
systems as significant sources of risk. The degree 
of risk posed by a recommendation service to 
young users varies based on the specific features 
and characteristics unique to each service. There-
fore, Ofcom’s guidance should reflect this varia-
bility and nuance, and avoid a blanket assumption 
of recommender systems as inherently harmful. 
Ofcom should also consider the availability of ex-
isting tooling on platforms to switch between use 
of recommender systems. 

Type of Content 

Further, there is uncertainty as to what type of 
content is relevant for content recommender sys-
tems and this has also not been defined. The risk 
of harm associated with each type of content is 
different. Content promoting related or relevant 
goods for purchase for example, is different from 
political content, and the risk of harm associated 
is also different. Given these broad and undefined 
terms, we strongly suggest Ofcom takes a risk-
based approach, in order to avoid regulatory over-
reach and ineffective enforcement. This risk-
based approach should acknowledge that some 
types of content are much lower risk and should 
therefore be excluded from the regime, for exam-
ple, rights-based B2B content. There must also be 
clarity on what content is and is not included when 
it comes to the definition of content recommender 
systems. 



User support (Section 21) 

53. Do you agree with the proposed 

user support measures to be included 

in the Children’s Safety Codes? 

 a) Please confirm which proposed 

measure your views relate to and pro-

vide any arguments and supporting 

evidence. 

 b) If you responded to our Illegal 

harms consultation and this is relevant 

to your response here, please signpost 

to the relevant parts of your prior re-

sponse. 

No answer provided, however we encourage 
Ofcom to engage with individual companies on 
this topic. 

 

Search features, functionalities and user support (Section 22) 

54. Do you agree with our proposals? 

Please provide underlying arguments 

and evidence to support your views. 

55. Do you have additional evidence 

relating to children’s use of search ser-

vices and the impact of search func-

tionalities on children’s behaviour? 

56. Are there additional steps that you 

take to protect children from harms as 

set out in the Act? 

 a) If so, how effective are they? 

As referenced in the Overview of 

Codes, Section 13 and Section 17, the 

use of GenAI to facilitate search is an 

emerging development and there is 

currently limited evidence on how the 

use of GenAI in search services may 

affect the implementation of the 

safety measures as set out in this sec-

tion. We welcome further evidence 

from stakeholders on the following 

questions and please provide argu-

ments and evidence to support your 

views: 

No answer provided, however we encourage 
Ofcom to engage with individual companies on 
this topic. 

 



57. Do you consider that it is techni-

cally feasible to apply the proposed 

codes measures in respect of GenAI 

functionalities which are likely to per-

form or be integrated into search 

functions? Please provide arguments 

and evidence to support your views. 



 

Combined Impact Assessment (Section 23) 

58. Do you agree that our package of pro-

posed measures is proportionate, taking 

into account the impact on children’s 

safety online as well as the implications on 

different kinds of services? 

No answer provided, however we encourage 
Ofcom to engage with individual companies on 
this topic. 

 

Statutory tests (Section 24) 

59. Do you agree that our proposals, in 

particular our proposed recommendations 

for the draft Children’s Safety Codes, are 

appropriate in the light of the matters to 

which we must have regard? 

a) If not, please explain why. 

No answer provided, however we encourage 
Ofcom to engage with individual companies on 
this topic. 

 

Annexes 

Impact Assessments (Annex A14) 

60. In relation to our equality impact as-

sessment, do you agree that some of our 

proposals would have a positive impact on 

certain groups? 

61. In relation to our Welsh language as-

sessment, do you agree that our proposals 

are likely to have positive, or more positive 

impacts on opportunities to use Welsh and 

treating Welsh no less favourably than Eng-

lish? 

 a) If you disagree, please explain why, in-

cluding how you consider these proposals 

could be revised to have positive effects or 

more positive effects, or no adverse effects 

or fewer adverse effects on opportunities 

to use Welsh and treating Welsh no less fa-

vourably than English. 

No answer provided, however we encourage 
Ofcom to engage with individual companies on 
this topic. 

 

Please complete this form in full and return to protectingchildren@ofcom.org.uk.  

mailto:protectingchildren@ofcom.org.uk

