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Your response 
 

Question Your response 

Volume 2: Identifying the services children are using 
Children’s Access Assessments (Section 4). 

Do you agree with our proposals in 
relation to children’s access assess- 
ments, in particular the aspects be- 
low. Please provide evidence to sup- 
port your view. 

1. Our proposal that service providers 
should only conclude that children are 
not normally able to access a service 
where they are using highly effective 
age assurance? 

2. Our proposed approach to the child 
user condition, including our proposed 
interpretation of “significant number 
of users who are children” and the 
factors that service providers consider 
in assessing whether the child user 
condition is met? 

3. Our proposed approach to the pro- 
cess for children’s access assess- 
ments? 

The responses to this and following questions are 
drawn from our full written response to the con- 
sultation, which we recommend is read in its en- 
tirety. For ease of analysis, however, we have ex- 
tracted relevant material here in response to the 
specific sections of this consultation. 

Volume 3: The causes and impacts of online harm to children 

Draft Children’s Register of Risk (Section 7) 

Proposed approach: 

4. Do you have any views on Ofcom’s 
assessment of the causes and impacts 
of online harms? Please provide evi- 
dence to support your answer. 

a. Do you think we have missed any- 
thing important in our analysis? 

5. Do you have any views about our 
interpretation of the links between 

The responses to this and following questions are 
drawn from our full written response to the con- 
sultation, which we recommend is read in its en- 
tirety. 

Response: While we commend Ofcom’s assessment 
of the causes and impacts of online harms, we are 
concerned that these do not fully pull through to 
the codes of practice. We provide extracts from our 
response here and refer to the table we have sub- 
mitted at Annex A and linked here 

Recommendation 

https://www.onlinesafetyact.net/uploads/20240716-osa-network-children-s-consultation-response-final.pdf
https://www.onlinesafetyact.net/uploads/20240716-osa-network-children-s-consultation-response-final.pdf
https://www.onlinesafetyact.net/uploads/annex-a-volume-2-vs-volume-4-analysis-1.pdf


 

 

Question Your response 
risk factors and different kinds of con- 
tent harmful to children? Please pro- 
vide evidence to support your answer. 

6. Do you have any views on the age 
groups we recommended for as- 
sessing risk by age? Please provide ev- 
idence to support your answer. 

7. Do you have any views on our inter- 
pretation of non-designated content 
or our approach to identifying non- 
designated content? Please provide 
evidence to support your answer. 

 
Evidence gathering for future work: 

8. Do you have any evidence relating 
to kinds of content that increase the 
risk of harm from Primary Priority, Pri- 
ority or Non-designated Content, 
when viewed in combination (to be 
considered as part of cumulative 
harm)? 

9. Have you identified risks to children 
from GenAI content or applications on 
U2U or Search services? 

a) Please Provide any information 
about any risks identified 

10. Do you have any specific evidence 
relevant to our assessment of body 
image content and depressive content 
as kinds of non-designated content? 
Specifically, we are interested in: 

a) (i) specific examples of body image 
or depressive content linked to signifi- 
cant harms to children, 

b. (ii) evidence distinguishing body 
image or depressive content from ex- 
isting categories of priority or primary 
priority content. 

11. Do you propose any other cate- 
gory of content that could meet the 

Before discussing our concerns regarding Ofcom’s 
approach to the risk profiles and evidence, we pro- 
vide upfront here our recommendation, as per our 
response to the illegal harms consultation, that the 
following wording is inserted in the draft codes for 
both illegal harms and protecting children, between 
the section on governance and accountability and 
the section on content moderation. (This follows 
the order of areas in which measures should be 
taken identified in section 10 (4) and section 27 (4) 
(on illegal harms) and 12(8) and 29 (4) (child safety 
duties).) This recommended measure is referred to 
elsewhere in this proforma response. 

 
 

 
“Design of functionalities, algorithms and other 
features 

Product testing 

For all services, suitable and sufficient product test- 
ing should be carried out during the design and de- 
velopment of functionalities, algorithms and other 
features to identify whether those features are 
likely to contribute to the risk of harm arising from 
illegal content on the service. 

The results of this product testing should be a core 
input to all services risk assessments. 

Mitigating measures 

For all services, measures to respond to the risks 
identified in the risk assessment should be taken, in- 
cluding but not limited to, providing extra tools and 
functionalities, including additional layers of moder- 
ation or prescreening, by redesigning the features 
associated with the risks, by limiting access to them 
where appropriate or where the risk of harm is suf- 
ficiently severe by withdrawing the function, algo- 
rithm or other feature. 

Decisions taken on mitigating measures, as part of 
the product design process or as a response to is- 



 

 

Question Your response 
definition of NDC under the Act at this 
stage? Please provide evidence to sup- 
port your answer. 

sues arising from the risk assessment, should be rec- 
orded. (Note: this would be included in the record 
keeping duties under section 23 (u2U) and section 
34 (search).) 

Monitoring and measurement 

All services should develop appropriate metrics to 
measure the effectiveness of the mitigating 
measures taken in reducing the risk of harm identi- 
fied in the risk assessment. These measures should 
feed back into the risk assessment.” 

 
 

The obligation here is to have a mechanism to con- 
sider how to mitigate, rather than requiring the use 
of particular technologies or the introduction of pre- 
determined safeguards in relation to technologies. 
Significantly, and given the proposal is based on the 
duty of care, the measure of success is not wholly 
about output measures (though they may indicate 
whether an effective process is in place) but about 
the level of care found in outcome-oriented pro- 
cesses and choices. Assessment is about the fea- 
tures taken together and not just an individual item 
in isolation. 

 
Given that, the outcome may not be wholly success- 
ful; what is important, however, is the recognition 
of any such shortfall and the adaptation of 
measures in response to this. It may be that the lan- 
guage of the obligation should recognise that the 
measures proposed should be appropriate bearing 
in mind the objective sought to be achieved (in the 
sense that an arguable claim can be made about ap- 
propriateness rather than there being pre-existing 
specific evidence on the point). We note that Ofcom 
has proposed criteria for assessing the effectiveness 
of age verification criteria (technical accuracy, ro- 
bustness, reliability and fairness) that are more 
about outcomes than specific outputs; it may be 
that analogous criteria could be introduced to as- 
sess the processes adopted to identify harms to se- 
lect appropriate mitigation measures. Significantly, 
the extent of the testing and assessing obligation 



 

 

Question Your response 
 should be proportionate, bearing in mind the pro- 

vider’s resources, reach and severity of likely impact 
on groups of users. The lack of reach and the less 
complex internal environment should of course 
mean that in any event the process will be less siza- 
ble for smaller providers than larger. 

 
Ofcom’s evidential threshold 

This is a reiteration of the concerns we raised in re- 
sponse to the illegal harms consultation about the 
weight given by Ofcom to the amount of evidence 
already collected to support the proposals e.g. the 
risk management approach, and on the "best prac- 
tice" already provided by platforms to justify the ap- 
proach. Conversely, where there is weak or limited 
evidence relating to the potential for a particular 
measure to address a particular outcome, this is 
given as a reason not to include it within the codes 
until more evidence becomes available (though this 
approach is not required by the Act). 

To be clear, we are not suggesting that there should 
be obligations to take measures that are ineffective; 
rather that where there is some evidence of effec- 
tiveness but lots of evidence of harm, the precau- 
tionary principle should kick in. It would then be for 
the service to prove or disprove the appropriate- 
ness of the measures and for Ofcom to use this 
practical evidence to change the recommendation 
or add additional measures. 

Unfortunately, the approach taken by Ofcom rein- 
forces the status quo, setting a "lowest common de- 
nominator" based on specific compensatory 
measures within a piecemeal, process-driven re- 
gime, rather than one that designs in safety and is 
focused on the outcomes described in the Act. 

What the Act says 

The Act makes no mention of the evidence on which 
Ofcom must base its recommendations for 
measures in the codes. There is a requirement that 
the measures must be technically feasible (Schedule 



 

 

Question Your response 
 4, section 2 (c)) and age verification has some stand- 

ards about effectiveness (Schedule 4, section 12 
(3)). In terms of proactive tech, Ofcom is required 
to "have regard to the degree of accuracy, effective- 
ness and lack of bias achieved by the technology in 
question" and may refer to industry standards”. 
(Schedule 4, section 13 (6)) 

Parliamentary debate 

The growing weight of evidence of the nature and 
prevalence of online harms was a significant driver 
in the Government’s decision to legislate, an- 
nounced in May 2018. The opportunities for evi- 
dence to be submitted – from industry as well as 
the academic and civil society research communities 
– to influence the scope of the policy development 
and the legislation were provided at many stages 
between 2017 (the publication of the Government’s 
Internet Safety Strategy Green Paper) and Royal As- 
sent. These included pre-legislative scrutiny by a 
Joint Committee in 2021 of the draft Online Safety 
Bill and then Committee stages during the Parlia- 
mentary passage of the Bill between 2022-2023. A 
summary of, and links to, the Parliamentary stages 
is provided here and related research and commen- 
tary during that period is summarised here. Numer- 
ous Parliamentary inquiries on related topics took 
place during this time, each one accumulating more 
evidence via written submissions and oral testi- 
mony. 

Ofcom’s proposals 

Evidence has been crucial to the decisions Ofcom 
has made, both as regards the risk register in Vol- 
ume 3 and the underpinning analysis for the codes 
of practice in Volume 5. 

Ofcom sets out in volume 5, para 14.11 that “Both 
the Illegal Content Codes and the Children’s Safety 
Codes protect children. The illegal content safety 
duties protect children from illegal content and the 
children’s safety duties protect children from harm- 
ful content other than illegal content. Accordingly, 
several measures proposed for the Children’s Safety 

https://commonslibrary.parliament.uk/research-briefings/cbp-9579/
https://researchbriefings.files.parliament.uk/documents/CBP-9509/CBP-9509.pdf


 

 

Question Your response 
 Codes build on proposals in the Illegal Content 

Codes. In the areas of user reporting and com- 
plaints, governance and accountability, content 
moderation (U2U and Search), user support and 
terms of service, some of our proposed measures 
closely mirror proposals for the Illegal Content 
Codes.” 

Given this repetition - and because we still feel that 
the approach to evidence is problematic across 
Ofcom’s proposals - we repeat in full our analysis 
from the illegal harms consultation, updated with 
references to the children’s consultation specifics. 

As in the illegal harms consultation, Ofcom sets out 
that it has considered the evidence by reference to 
certain criteria: “method, robustness, ethics, inde- 
pendence and narrative” (vol 3, para 7.35). It pro- 
vides further information on these criteria, including 
the methodology of the studies, size and coverage, 
ethics (e.g. handling of personal data), whether 
stakeholder interests might have influenced findings 
and whether the commentary in the output 
matched the data found. By contrast, there is no 
such clear methodology for Volume 5 (and the 
methodology in Vol 3 is expressed so as only to ap- 
ply to Vol 3). There is also a question as to whether 
the standards required for an academic research 
project should be the benchmark for policymaking 
in this area because so much has not been investi- 
gated, not been proven or cannot be proven due to 
complexity; moreover, studies tend to focus on 
functionalities in isolation rather than in context. 
Yet, if a problem is created or exacerbated by a 
combination of functionalities and how they are 
used, why would we expect one change to be a sil- 
ver bullet? Again, we refer back to the merits of a 
“by design” safety obligation on companies to de- 
velop their own measures to address the risks it can 
see (via its own evidence) arising on their services. 

We note that the children’s consultation document 
has a more considered approach to how much evi- 
dence is required in order for Ofcom to make a 



 

 

Question Your response 
 judgement on whether to recommend a measure or 

otherwise in its code: For example: 

“Working with imperfect evidence means 
that we face uncertainty when making our 
recommendations, with some decisions be- 
ing finely balanced. Online services in scope 
of the Act, and the technologies they use, 
are evolving rapidly – and new harms may 
emerge. There is a need for prompt action to 
protect children online and a clear risk that 
children will not be protected if we only rec- 
ommend measures where we have exten- 
sive and definitive direct evidence of effec- 
tiveness. Therefore, some of our proposed 
measures are based on an assessment of 
more limited or indirect evidence of impact, 
and reliance on logic-based rationales. We 
exercise regulatory judgement in prioritising 
measures which, on balance, we consider 
can materially improve children’s safety 
online. In some cases, where we provision- 
ally conclude that certain measures should 
not be recommended at this stage, or only 
recommended for some services but not 
others, we intend to consider this further as 
we review the responses to this consultation 
and as part of our future work.” (para 14.34) 

However, there is a heavy reliance throughout the 
consultation document on statements from compa- 
nies providing regulated services. “Best practice” ex- 
amples are cited. But in many other areas, Ofcom 
refers to “limited” or “patchy” evidence for 
measures that work. This is particularly important 
given the increasing evidence from whistleblowers 
(e.g. Frances Haugen, Arturo Bejar) and from litiga- 
tion in the States (provided elsewhere in this re- 
sponse) that some of the biggest social media com- 
panies have suppressed evidence and – it is claimed 
– sought to mislead both users and legislators. We 
include some of this evidence below. 

We appreciate that Ofcom has only recently re- 
ceived its information-gathering powers - though as 
noted above, we are surprised that they have not 



 

 

Question Your response 
 yet been used (para 14.27). We note that the regu- 

lator intends to use them to expand its evidence 
base in order to inform future iterations of the 
codes. In volume 6 of the illegal harms consultation, 
Ofcom said “The statutory information gathering 
powers conferred on Ofcom by the Act give us the 
legal tools to obtain information in support of our 
online safety functions. These powers will help us to 
address the information asymmetry that exists be- 
tween Ofcom and regulated services and to dis- 
cover, obtain and use the information we need, in- 
cluding for monitoring and understanding market 
developments, supervising regulated services, and 
investigating suspected compliance failures.” 

This is welcome. But we make two observations: 
firstly, it is not clear how Ofcom has determined 
how evidential thresholds had been satisfied, espe- 
cially in relation to Volume 5 of this consultation. 
We also note that there are some concerns about 
whether solutions are proven to be effective, but 
we do not see a discussion of what the threshold is 
for that. 

For example: 

“As part of our scoping exercise, we consid- 
ered the role of functionalities such as au- 
toplay in amplifying the risk of harm but de- 
cided not to propose any specific recom- 
mendations at this stage given the more lim- 
ited evidence on the role of autoplay in am- 
plifying exposure of children to harmful con- 
tent compared to other functionalities like 
recommender systems.” (Vol 6, para 13.72) 

“At this stage, we do not have evidence that 
concerns about confidentiality are a barrier 
to complaining to providers of search ser- 
vices. We are therefore not proposing to rec- 
ommend this measure for search services at 
this time.” (18.124) 

“We note that some services offer users a 
range of comment control tools. These are 
beyond the options we have considered 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/270826-consultation-protecting-people-from-illegal-content-online/associated-documents/volume-6-information-gathering-and-enforcement-powers-and-approach-to-supervision/
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 here. While we are supportive of these tools 

as a means of empowering users to exercise 
more control over comment functionalities, 
at this stage we have limited evidence 
around more granular controls, and have 
concerns given the risk of unintended conse- 
quences with regard to uneven impacts on 
freedom of expression and likely higher im- 
plementation costs.” (21.108) 

 
[NB this last extract is in relation to functionality 
that is already being offered by some services; the 
fact that Ofcom does not then go on to recommend 
as something that all relevant services should do in 
order to build the evidence base on their effective- 
ness, it could - given the “safe harbour” status of 
the codes - mean that those services that currently 
offer comment control tools withdraw them.] 

While there is a clear rationale for not recommend- 
ing proven ineffective measures, this approach is 
worrying where there is some evidence of effective- 
ness. Moreover, absence of evidence is not evi- 
dence of ineffectiveness and responses in respect of 
which there is no evidence should not be excluded 
from the field of possible measures. More worry- 
ingly, Ofcom has also used lack of evidence in rela- 
tion to its assessment of costs to justify the non-in- 
clusion of tools in relation to smaller services. 

This begs the question as to why they have created 
this threshold for themselves when it so clearly pre- 
vents the recommendation of mitigation for a 
known, evidenced harm. Not only is there a ques- 
tion as to the appropriate evidence threshold, but 
the problem could have been avoided had Ofcom 
started from the premise that companies should ad- 
dress the issues arising from their risk assessment 
systemically or based on outcomes, rather than via 
a specific measure, and by a focus on safety by de- 
sign as well as the relevant action required by the 
Act in relation to designated content, whether ille- 
gal or as covered under the children’s duties. This is- 
sue seems to have been a result of the approach 
taken to the sort of measures recommended. See 
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 also our discussion on the measures in the codes of 

practice. 

This approach is likely to significantly limit the likeli- 
hood that there will be much material change in the 
online safety of users when these first codes of 
practice are published. Indeed, as we suggest 
above, it could potentially lead to a rowing back of 
some measures already deployed by services be- 
cause they do not need to continue to resource 
them in order to comply with the codes. 

In this context, we were concerned to hear an 
Ofcom Principal describe, on a webinar addressed 
to businesses during the illegal harms consultation 
phase, how Ofcom’s evidence threshold was in ef- 
fect a bar to them codifying measures which are al- 
ready accepted by regulated companies as “good 
practice” and how voluntary principles were all that 
they could rely on in many areas as a result. 

“Voluntary principles are already in place 
across a number of harms that a number of 
us have helped to formulate over the years .. 
and actually, to be candid, for quite a while 
some of those voluntary principles are going 
to go further than we’re going to be able to 
go on the codes until we’re able to catch up 
… It’s going to be easier to recommend 
something as a voluntary principle than it is 
to have to meet the bar of evidence to cod- 
ify that in a code of practice. So there will be 
some time where voluntary principles go fur- 
ther until we catch up .. a lot of those volun- 
tary principles contain some really good 
practice things about what companies can 
be doing.” (our emphasis) (WE Communica- 
tions webinar: Navigating Tech Regulation in 
the Wake of the Online Safety Act – 31 Janu- 
ary 2024; this extract is at 36 minutes in) 

A further point that has been omitted entirely from 
consideration is that absence of evidence of a prop- 
osition is not proof that that proposition is not true. 
We also note that where there is presumptive harm, 
especially harm which is serious in nature and wide 

https://www.dropbox.com/scl/fi/nojq4bich1087v5sj99zl/Navigating-Tech-Regulation-in-the-Wake-of-the-Online-Safety-Act.mp4?rlkey=qydlurhihktvl8889kfnxgtj4&dl=0
https://www.dropbox.com/scl/fi/nojq4bich1087v5sj99zl/Navigating-Tech-Regulation-in-the-Wake-of-the-Online-Safety-Act.mp4?rlkey=qydlurhihktvl8889kfnxgtj4&dl=0
https://www.dropbox.com/scl/fi/nojq4bich1087v5sj99zl/Navigating-Tech-Regulation-in-the-Wake-of-the-Online-Safety-Act.mp4?rlkey=qydlurhihktvl8889kfnxgtj4&dl=0
https://www.dropbox.com/scl/fi/nojq4bich1087v5sj99zl/Navigating-Tech-Regulation-in-the-Wake-of-the-Online-Safety-Act.mp4?rlkey=qydlurhihktvl8889kfnxgtj4&dl=0
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 reaching – as has been clearly evidenced by Vol 3 – 

that both Parliament in its debate and the overarch- 
ing duty of care principle would dictate a more pre- 
cautionary approach. Ofcom’s position here is 
therefore not what would have been anticipated: 

“Recognising that we are developing a new 
and novel set of regulations for a sector 
without previous direct regulation of this 
kind, and that our existing evidence base is 
currently limited in some areas, these first 
Codes represent a basis on which to build, 
through both subsequent iterations of our 
Codes and our upcoming consultation on the 
Protection of Children.” (Illegal harms con- 
sultation; Vol 4 11.14) 

Evidence 

We refer back now to the work we quoted from ex- 
tensively in the illegal harms consultation on the 
merits of the precautionary principle to help make 
regulatory interventions in a fast-moving environ- 
ment where evidence might be lacking or as yet un- 
ambiguous, including work for Carnegie UK and the 
ILGRA paper on the precautionary principle. 

As we set out above and in our previous submission, 
there is also plenty of evidence from recent court 
filings and whistle-blower material that the big plat- 
forms have ample internal evidence on the harmful 
design of their products and the decisions that 
would/should be taken to mitigate that. While 
Ofcom may not feel that it has – at present – evi- 
dence to support the recommendation of specific 
measures for all in-scope services to mitigate these 
harms, it is very likely that the biggest companies do 
but have chosen not to develop, test or deploy 
these measures. (Indeed, as far back as 2017, one of 
Facebook’s co-founders, Sean Parker, admitted that 
they knew when developing the site that the objec- 
tive was “How do we consume as much of your time 
and conscious attention as possible?” It was this 
mindset that led to the creation of features such as 
the “like” button that would give users “a little do- 

https://carnegieuktrust.org.uk/publications/online-harm-reduction-a-statutory-duty-of-care-and-regulator/
https://carnegieuktrust.org.uk/publications/interdepartmental-liaison-group-on-risk-assessment-the-precautionary-principle-policy-and-application-2002/
https://carnegieuktrust.org.uk/publications/interdepartmental-liaison-group-on-risk-assessment-the-precautionary-principle-policy-and-application-2002/
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 pamine hit” to encourage them to upload more con- 

tent. It’s a social-validation feedback loop … exactly 
the kind of thing that a hacker like myself would 
come up with, because you’re exploiting a vulnera- 
bility in human psychology.” (Reported in the 
Guardian) 

If the codes (as we discussed above) do not compel 
companies to comply with anything beyond the spe- 
cific measures recommended therein, then there is 
no regulatory imperative and therefore no conse- 
quence for those services if they don’t. 

This underlines the importance of having an upfront 
catch-all measure in the codes on illegal content 
that requires companies to act on the knowledge 
they may already have about the harmful design ef- 
fects of their products, notwithstanding the need 
also to adopt the evidence-based measures that 
Ofcom includes in the rest of the codes. 

Evidence, risk and the precautionary principle - a 
case study: Generative AI 

There are many studies that identify the risks 
posed to children by GenAI and immersive 
technologies. Indeed, Ofcom recognises this 
and provides the following summary in volume 
3, with links to research studies: 

“There is evidence which shows that GenAI 
can facilitate the creation of content harmful 
to children, including pornography, content 
promoting eating disorders, and bullying 
content, which is then shared on U2U ser- 
vices. Evidence shows there has been a pro- 
nounced increase in the availability of AI- 
generated pornography online, particularly 
on pornography services which are dedi- 
cated to AI-generated pornography and 
which could be accessed by children. We 
have found evidence showing that GenAI 
models can create eating disorder content, 
which has in some instances been shared on 
U2U services such as eating disorder discus- 
sion forums. There is also evidence of GenAI 

https://www.theguardian.com/technology/2017/nov/09/facebook-sean-parker-vulnerability-brain-psychology
https://www.theguardian.com/technology/2017/nov/09/facebook-sean-parker-vulnerability-brain-psychology
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 models being used to create content to bully 

and threaten individuals including ‘fakes’ of 
individual’s voices, which is shared on U2U 
services and could be encountered by chil- 
dren. 

There is also emerging evidence indicating 
that GenAI models can create other kinds of 
harmful content which could be shared on 
U2U services and encountered by children. 
For example, audio and language GenAI 
models can produce racist, transphobic, vio- 
lent remarks and religious biases (‘abuse and 
hate’) and engage in self-harm dialogue, 
even where unsolicited (‘suicide and self- 
harm')” 

Prior to setting out this summary, Ofcom had 
noted that “children are early adopters of new 
technologies, and GenAI is no exception”. So, 
one would expect that there would be a meas- 
ure requiring companies that use GenAI in 
their products and services, or that host con- 
tent that may have been created by GenAI, to 
take account of their risk assessment relating 
to the harms that this might cause and take 
appropriate steps - especially as this would be 
a new feature and not already built in. 

But there is no such measure. Instead, despite 
the evidence of harm that Ofcom has already 
provided, it says that “the evidence base for 
children’s interaction with harmful AI-gener- 
ated content on U2U and search services will 
be limited”. It goes on “We are also aware that 
the risks associated with GenAI models may 
not yet be fully known. However, given the 
rapid pace at which the technology is evolving, 
we must not underestimate the expected risks 
associated with GenAI for children. As new ev- 
idence emerges over the coming years, we will 
update this Register appropriately.” 

There is evidence of harm occurring now but 
Ofcom suggests doing nothing until new evi- 
dence emerges over “the coming years”. This 
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 is absolutely where a precautionary approach - 

as proposed by our recommended code of 
practice measure - would be appropriate, put- 
ting the responsibility on the services where 
GenAI might create harm to children to take 
measures to prevent that harm. This approach 
would in itself, then help to create an evidence 
base from which Ofcom could draw on to de- 
velop best-practice recommendations for fu- 
ture codified measures, resulting in a positive 
feedback loop focused on improving safety, ra- 
ther than a void in which harm will continue to 
proliferate and evolve until such time as 
Ofcom has defined the appropriate re- 
sponse. Not only would this limit harm but 
also save Ofcom time and resources down the 
line. 

 
Recommendation 

We believe that, based on the analysis above, the 
addition of the proposed additional measures – as 
set out at the start of this question, would address 
the problems we have identified. This approach 
avoids the risk of Ofcom effectively requiring some- 
thing of companies that is ineffective and inefficient 
and is in line with the “precautionary principle” ap- 
proach to regulation in other sectors where there 
are safety risks. 

Draft Guidance on Content Harmful to Children (Section 8) 

12. Do you agree with our proposed 
approach, including the level of speci- 
ficity of examples given and the pro- 
posal to include contextual infor- 
mation for services to consider? 

13. Do you have further evidence that 
can support the guidance provided on 
different kinds of content harmful to 
children? 

Confidential? N 

The responses to this and following questions are 
drawn from our full written response to the con- 
sultation, which we recommend is read in its en- 
tirety. 

We refer Ofcom to the section in our full response 
on safety by design and our concerns about Ofcom’s 
content-focused nature of the assessment of risk 

https://www.onlinesafetyact.net/uploads/20240716-osa-network-children-s-consultation-response.pdf
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14. For each of the harms discussed, 
are there additional categories of con- 
tent that Ofcom 

a) should consider to be harmful or 

b) consider not to be harmful or 

c) where our current proposals should 
be reconsidered? 

and harm. In our response to the illegal harms con- 
sultation, we included analysis which we had pub- 
lished as a standalone blog on Ofcom’s approach to 
the illegal content judgements guidance. 

We don’t intend to rehearse or repeat the argu- 
ments again here but make a couple of observations 
about how far this may have influenced - in a way 
that is not required by the Act - Ofcom’s approach 
to PPC, PC and NDC in the children’s duties and the 
decisions it has made in relation to design-based 
measures in the codes. 

While the Act itself is problematic, in its designation 
of content in those three categories, it refers in 
slightly different ways across PPC, PC and NDC or 
“content of a kind” (Act ref). Ofcom, conversely, re- 
fers to “examples of kinds of content” (eg para 8.20) 
which is a much more specific description bringing 
service’s attention to individual pieces of content 
rather than “types” of content. This inevitably leads 
to an ex-post perspective on harm - eg, does this in- 
dividual piece of content fit one of the categories in 
the Act and how was it dealt with by the service 
provider? Rather than, how does the service design 
lead to the creation, promotion and engagement 
with “content of a particular type” in a way that is 
harmful to children? 

This perspective is the one which the ICJG proposes 
in relation to criminal offences. This may have been 
understandable in the context of the ICJG and the 
concerns about the mental element (though we still 
have concerns about the precise approach 
adopted) but there is no similar requirement for 
mental element here. Instead the emphasis is on 
the likely impact on users, which is looking at the 
prediction of harm arising from classes of mate- 
rial. Furthermore, in our view it is an approach that 
is not appropriate given that the taking down indi- 
vidual pieces of harmful content is not a require- 
ment for compliance. 

We would also draw Ofcom’s attention to the point 
made in relation to VAWG: 

https://www.onlinesafetyact.net/analysis/ofcom-s-illegal-content-judgements-guidance/
https://www.onlinesafetyact.net/analysis/ofcom-s-illegal-content-judgements-guidance/


 

 

Question Your response 
 As part of its general duties under s 3(4) Communi- 

cations Act, Ofcom has considered the position of 
people beyond children who are vulnerable but the 
regulator provides no details as to which groups 
were considered and how that consideration af- 
fected Ofcom’s output - especially given the differ- 
ent experience of men and women online (taken 
generally). (see Vol 5 14.23) 

Ofcom - in Volume 3 (the causes and impacts of 
harms to children) - also recognises in many in- 
stances that there is a gendered risk of harm and 
that girls are disproportionately more likely to be 
impacted by some harms than boys. For example: 

“Most evidence suggests that girls are at 
higher risk than boys of being targeted by 
bullying content online, especially by certain 
kinds of bullying content. A recent study by 
Internet Matters, among 13-16-year-old 
girls, found that they had received and ob- 
served ‘hateful comments’ on popular social 
media platforms. These were in response to 
both content they had posted and content 
posted by others, and typically targeted girls’ 
appearance such as clothes, weight or bod- 
ies, which participants said impacted on 
their wellbeing. The participants attributed 
the comments to men and boys and noticed 
a lack of similar comments on boys’ videos.” 
(Vol 3, 7.54) 

Ofcom also recognises the fact that those in other 
minoritised groups and with intersecting character- 
istics are also likely to experience some harms and 
that indirect harm can be caused to women and 
girls through the proliferation of misogynistic views 
(6.4, 7.4.26-29, 7.4.38 et seq, 7.6.38), including the 
specific issue of harmful sexual behaviours and atti- 
tudes (7.1.19). We question, however, whether the 
measures pick all the problematic issues up. There is 
a notable omission of misogynistic content in the 
section on abuse and hate (section 8.6) given that 
Andrew Tate is mentioned elsewhere and his influ- 
ence is having an increasing impact on attitudes to- 
wards girls and female teachers in schools and a 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/vol5-what-should-services-do-to-mitigate-risks.pdf?v=336054
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/vol3-causes-impacts-of-harms-to-children.pdf?v=336052
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/vol3-causes-impacts-of-harms-to-children.pdf?v=336052


 

 

Question Your response 
 wider societal culture of hatred towards girls and 

women. 

The focus on age-gating porn (and other primary 
priority content) may deal with one clearly relevant 
set of content-based issues but this leads to heavy 
reliance on a single point of possible failure - ie the 
effectiveness of the age verification/estimation 
technology used to keep children off the platform - 
rather than addressing some of the underlying is- 
sues that arise from the design of the platform itself 
and how its features and functionalities exacerbate 
the risk of content-based harm. (See also the refer- 
ence in 15.173 to the fact that violent content (des- 
ignated as “priority content”, with services required 
by use of age assurance measures “to ensure that 
children are protected from encountering” it) “can 
include violence against women and girls which 
does not meet the threshold of illegality.”) 

More broadly, we would defer to experts from 
across civil society – including the children’s sector, 
VAWG sector, mental health and suicide prevention 
experts etc – on the specifics of Ofcom’s consulta- 
tion questions here. 

Volume 4: How should services assess the risk of online harms? 

Governance and Accountability (Section 11) 

15. Do you agree with the proposed 
governance measures to be included 
in the Children’s Safety Codes? 

a) Please confirm which proposed 
measure your views relate to and 
explain your views and provide 
any arguments and supporting 
evidence. 

b) If you responded to our Illegal 
Harms Consultation and this is 
relevant to your response here, 
please signpost to the relevant 
parts of your prior response. 

Confidential? N 

The responses to this and following questions are 
drawn from our full written response to the con- 
sultation, which we recommend is read in its en- 
tirety. 

The governance and risk assessment proposals draw 
heavily on the same approach in the illegal harms 
consultation. Given the influence of the literature 
on corporate governance and risk assessment, we 
remain concerned about whether this is orientated 
towards safety by design and - as previously - the 

https://www.onlinesafetyact.net/uploads/20240716-osa-network-children-s-consultation-response.pdf


 

 

Question Your response 
16. Do you agree with our assumption 
that the proposed governance 
measures for Children's Safety Codes 
could be implemented through the 
same process as the equivalent draft 
Illegal Content Codes? 

absence of learnings from product safety ap- 
proaches. 

There remains a significant reliance in Ofcom’s pro- 
posals on what platforms are already doing in terms 
of what they assess might be possible and/or should 
be recommended. It is not clear that Ofcom has de- 
termined that what these platforms are doing is a) 
effective; and b) enough to deliver their duties un- 
der the OSA. This links to the burden of proof point 
we set out above in response to questions 4-7. 

As in the illegal harms risk guidance, some of the 
outcomes for the steps in the children’s risk assess- 
ment draft Guidance (annex 5) seem to go to pro- 
cess (e.g. you will have read this document) rather 
than objectives of the process (have you identified 
the relevant risks)? Again, it is predicated (along 
with governance proposals) on the basis that com- 
panies are doing this already and therefore won’t 
need to incur more costs. 

Governance structures, along with robust risk as- 
sessment processes, are fundamental to influencing 
product design choices with a view to reducing the 
risk of harm. So, Ofcom’s proposals here are crucial 
to the overall effectiveness of the Online Safety Act 
regime. 

Parliamentary debate 

The prominence of the risk assessments in the Gov- 
ernment’s intentions for the regulatory regime are 
seen in, for example, Lord Parkinson’s statement at 
Lords Report on 6 July 2023: 

“That is why the legislation takes a systems 
and processes approach to tackling the risk 
of harm. User-to-user and search service 
providers will have to undertake compre- 
hensive mandatory risk assessments of their 
services and consider how factors such as 
the design and operation of a service and its 
features and functionalities may increase the 
risk of harm to children. Providers must then 



 

 

Question Your response 
 put in place measures to manage and miti- 

gate these risks, as well as systems and pro- 
cesses to prevent and protect children from 
encountering the categories of harmful con- 
tent.” (Hansard 6 July 2023 col 1384) 

Also, “the list of functionalities in the Bill is non-ex- 
haustive. There may be other functionalities which 
could cause harm to users and which services will 
need to consider as part of their risk assessment du- 
ties. For example, if a provider’s risk assessment 
identifies that there are functionalities which risk 
causing significant harm to an appreciable number 
of children on its service, the Bill will require the 
provider to put in place measures to mitigate and 
manage that risk.” (Hansard 6 July col 1382) 

Note that this last statement specifically puts the 
obligation on service providers - not Ofcom - to 
work out which measures are appropriate for miti- 
gation. 

Elsewhere, in part of a debate on end-to-end en- 
cryption, Lord Parkinson referred to the fact that 
“companies will need to undertake risk assess- 
ments, including consideration of risks arising from 
the design of their services, before taking propor- 
tionate steps to mitigate and manage these risks. 
Where relevant, assessing the risks arising from 
end-to-end encryption will be an integral part of this 
process”. He went on to say that the risk assess- 
ment process used in “almost every other industry” 
and said that “it is right that we expect technology 
companies to take user safety into account when 
designing their products and services” (Col 1320). 

Ofcom’s proposals 

We refer Ofcom to our previous submission and our 
broad concerns about the risk assessment pro- 
posals, which we do not intend to repeat in full 
here, except to note the same marked reliance on 
”best practice” in risk management (largely focused 
on corporate governance and reputational risk, not 
product safety and harm minimisation) and on in- 
dustry evidence as to what they do already/what 

https://hansard.parliament.uk/lords/2023-07-06/debates/A3CD7080-9B88-4F19-A7A7-D81E1739B887/OnlineSafetyBill
https://hansard.parliament.uk/lords/2023-07-06/debates/A3CD7080-9B88-4F19-A7A7-D81E1739B887/OnlineSafetyBill
https://hansard.parliament.uk/lords/2023-07-06/debates/7722BAA6-C15A-4413-8758-2AF0927061BF/OnlineSafetyBill


 

 

Question Your response 
 works already with no qualitative assessment as to 

whether it is effective and/or sufficient. 

 
We would however want to emphasise the follow- 
ing points that are specific to the children’s consul- 
tation. 
• The Risk Assessment guidance itself has been re- 

structured so as to be more accessible in this 
consultation than in the illegal harms consulta- 
tion. What this has done is expose further how 
much the process of risk assessment is - in 
Ofcom’s approach - a tick-box exercise. The list 
of things to cover are literally presented as tasks 
to complete, not outcomes to aim for in terms 
of improvements to the service or the mitigation 
of risks. There is no requirement for product 
testing, red teaming, safety-by-design interven- 
tions or the consideration of evidence taken 
from R&D operations. The guidance allows ser- 
vices to record that they’ve done something but 
not what is the actual measure/out- 
come/change that flows from it. 

• We would question why Ofcom does not feel 
that the approach to risk assessment relating to 
children’s protection should be different and/or 
more robust than the approach set out for ille- 
gal content. While we understand that con- 
sistency between the two processes is desirable, 
to reduce burdens on services, it is unfortunate 
that there has been no specific tailoring to the 
specific way in which risks arise on platforms re- 
lating to children. For example, Ofcom uses the 
same examples relating to safeguarding that 
have been drawn from other sectors; these are 
relevant to managing the risks of harms to chil- 
dren within organisations but not to the risks of 
harms to children arising from the services or 
products that are created by those organisa- 
tions. Significantly in this regard, there is no 
route for people (like Arturo Bejar when he was 
working for Instagram) who are seeking from 
within organisations to flag risks to children’s 
safety arising from their services or products - 
this seems to be a gap in protection mecha- 
nisms. 



 

 

Question Your response 
 • Ofcom seems to confuse (in 11.140) horizon- 

scanning with capturing evidence of 
new/emerging harms after they have already 
happened (e.g. via complaints, or information 
relating to the death of a child). This isn’t for- 
ward-looking enough for harms that can be- 
come prevalent very quickly, particularly when - 
elsewhere - Ofcom refer to the fact that children 
are early adopters of new technologies. The 
OSA’s requirement for a higher level of protec- 
tion for children than adults is not being met 
when the risk assessment expectations for both 
sets of users are the same and largely predi- 
cated on a retrospective approach to govern- 
ance oversight - reviewing the *process* of risk 
management, rather than acting on what the 
risk management information is telling the 
Board. 

• Similarly, while 11.147 sets out the need to have 
a “mechanism to notice new trends”, there is no 
related governance responsibility for this nor 
any measures in the codes to do anything about 
the information that the company might collect 
through this mechanism. It is also unclear why 
small, single-risk services are exempt from this 
tracking - the very tracking mechanism that 
might highlight to them that they are *no 
longer* single risk, particularly when they will be 
under a duty to notify Ofcom of NDC. Given the 
simplicity of the service implied by single risk it 
is also likely that tracking trends should be com- 
paratively straightforward. 

Evidence 

We refer Ofcom again to the paper submitted at an- 
nex F of our previous response: a paper prepared by 
Peter Hanley and Gretchen Peters that argues for 
Ofcom to shift its approach to a “product assured 
safety management” approach which would “en- 
courage safety rather respond to risk, and stop 
problems before the emerge rather than cleaning 
them up afterwards”. This builds on their expertise 
and experience in other sectors and is in line with 
the principles that underpin the UK’s Health and 

https://www.onlinesafetyact.net/uploads/annex-f-safety-design-white-paper-acco-2.pdf
https://www.onlinesafetyact.net/uploads/annex-f-safety-design-white-paper-acco-2.pdf


 

 

Question Your response 
 Safety at Work Act 1974. We also published a blog 

on Ofcom’s approach to governance in the light of a 
Wired interview with Del Harvey - the former head 
of Trust and Safety at Twitter (now X). In it, Harvey 
talks about some of the things that concerned her 
during her time in her role. She gives the example of 
trying to escalate within the company the potential 
threat from a DM she had received suggesting that 
Twitter’s offices should be bombed: there was no 
route within the company to do this for such 
tweets. Harvey says: 

“It was the same issue that it always has 
been and always will be, which is resourcing. 
I made requests in 2010 for functionalities 
that did not get implemented, in many in- 
stances, till a decade-plus later.” 

She also gives the following example: “Multiple ac- 
count detection and returning accounts. If you’re a 
multiple-time violator, how do we make sure you 
stop? Without going down this weird path of, “Well, 
we aren’t sure if this is the best use of resources, so 
instead, we will do nothing in that realm and in- 
stead come up with a new product feature.” Be- 
cause it was growth at all costs, and safety eventu- 
ally.” 

Finally, and crucially, she says: “When trust and 
safety is going well, no one thinks about it or talks 
about it. And when trust and safety is going poorly, 
it’s usually something that leadership wants to 
blame on policies. Quite frankly, policies are going 
to be a Band-Aid if your product isn’t being de- 
signed in a way that actually doesn’t encourage 
abuse. You’ve got to plan there, guys.” [emphasis 
added] 

There are plenty of existing frameworks for rights- 
based risk assessments that Ofcom can use to im- 
prove its approach and methodology. Professor 
Lorna Woods, under the auspices of Carnegie UK, 
developed a four-stage model for risk assessment 
and mitigation on social media platforms that draws 
on best practice processes through a code-based 
approach. We would refer Ofcom to her Model 

https://www.onlinesafetyact.net/analysis/the-osa-regime-and-the-case-for-governance-by-design/
https://carnegieuktrust.org.uk/publications/doc-fundamental-freedoms/
https://carnegieuktrust.org.uk/publications/model-code-a-reference-model-for-regulatory-or-self-regulatory-approaches-to-harm-reduction-on-social-media/


 

 

Question Your response 
 Code of Practice as evidence and the Ad Hoc Advice 

to the United Nations Special Rapporteur on Minor- 
ity Issues which focuses on risk assessment. (pp 7- 
11), which we provided extracts from previously. 

Recommendation 

While Ofcom has carried out an extensive review of 
the literature on risk assessment, we would recom- 
mend that further advice is sought on the many ex- 
perts available who understand how best to carry 
this out – particularly with regard to product safety 
testing – in sectors that have a similar obligation 
with regard to the safe design and operation of 
their products and services. We also suggest – as 
per our upfront recommendation re adding a new 
measure to the codes - that product testing should 
be a mandatory part of the risk assessment process, 
even if discretion is given to services on the way in 
which they undertake this. 

Children’s Risk Assessment Guidance and Children’s Risk Profiles’ (Section 12) 

17. What do you think about our pro- 
posals in relation to the Children’s Risk 
Assessment Guidance? 

a) Please provide underlying argu- 
ments and evidence of efficacy or risks 
that support your view. 

18. What do you think about our pro- 
posals in relation to the Children’s Risk 
Profiles for Content Harmful to Chil- 
dren? 

a) Please provide underlying argu- 
ments and evidence of efficacy or risks 
that support your view. 

Specifically, we welcome evidence 
from regulated services on the follow- 
ing: 

19. Do you think the four-step risk as- 
sessment process and the Children’s 
Risk Profiles are useful models to help 

Confidential? –N 
 
 

See response to questions 4-11 and 15-16 above 
which covers our analysis of both the risk profiles 
and risk assessment guidance. 

https://carnegieuktrust.org.uk/publications/model-code-a-reference-model-for-regulatory-or-self-regulatory-approaches-to-harm-reduction-on-social-media/
https://carnegieuktrust.org.uk/publications/ad-hoc-advice-from-carnegie-uk-to-united-nations-special-rapporteur-on-minority-issues-concerning-guidelines-on-combatting-hate-speech-targeting-minorities-in-social-media/
https://carnegieuktrust.org.uk/publications/ad-hoc-advice-from-carnegie-uk-to-united-nations-special-rapporteur-on-minority-issues-concerning-guidelines-on-combatting-hate-speech-targeting-minorities-in-social-media/
https://carnegieuktrust.org.uk/publications/ad-hoc-advice-from-carnegie-uk-to-united-nations-special-rapporteur-on-minority-issues-concerning-guidelines-on-combatting-hate-speech-targeting-minorities-in-social-media/


 

 

Question Your response 
services understand the risks that 
their services pose to children and 
comply with their child risk assess- 
ment obligations under the Act? 

20. Are there any specific aspects of 
the children’s risk assessment duties 
that you consider need additional 
guidance beyond what we have pro- 
posed in our draft? 

21. Are the Children’s Risk Profiles suf- 
ficiently clear and do you think the in- 
formation provided on risk factors will 
help you understand the risks on your 
service? 

a) If you have comments or input re- 
lated to the links between different 
kinds of content harmful to children 
and risk factors, please refer to Vol- 
ume 3: Causes and Impacts of Harms 
to Children Online which includes the 
draft Children’s Register of Risks. 

 

Volume 5 – What should services do to mitigate the risk of online harms 

Our proposals for the Children’s Safety Codes (Section 13) 

Proposed measures 

22. Do you agree with our proposed 
package of measures for the first Chil- 
dren’s Safety Codes? 

a) If not, please explain why. 

Evidence gathering for future work. 

23. Do you currently employ measures 
or have additional evidence in the ar- 
eas we have set out for future consid- 
eration? 

a) If so, please provide evidence of 
the impact, effectiveness and cost of 
such measures, including any results 
from trialling or testing of measures. 

Confidential? –N 

We provide here the relevant sections from our full 
response on safety by design and on the gap be- 
tween the risk profiles and the draft children’s 
safety codes. We wish to draw Ofcom’s attention 
upfront to the recommendation we make for an ad- 
ditional measure to be inserted into the codes 
which we include above and also, in its entirety, 
here. 

Recommendation 

We suggest the following wording is inserted in the 
draft codes for both illegal harms and protecting 
children, between the section on governance and 
accountability and the section on content modera- 
tion, which follows the order of areas in which 



 

 

Question Your response 
24. Are there other areas in which we 
should consider potential future 
measures for the Children’s Safety 
Codes? 

a) If so, please explain why and pro- 
vide supporting evidence. 

measures should be taken identified in section 10 
(4) and section 27 (4) (on illegal harms) and 12(8) 
and 29 (4) (child safety duties). 

 
 

 
“Design of functionalities, algorithms and other 
features 

Product testing 

For all services, suitable and sufficient product test- 
ing should be carried out during the design and de- 
velopment of functionalities, algorithms and other 
features to identify whether those features are 
likely to contribute to the risk of harm arising from 
illegal content on the service. 

The results of this product testing should be a core 
input to all services risk assessments. 

Mitigating measures 

For all services, measures to respond to the risks 
identified in the risk assessment should be taken, in- 
cluding but not limited to, providing extra tools and 
functionalities, including additional layers of moder- 
ation or prescreening, by redesigning the features 
associated with the risks, by limiting access to them 
where appropriate or where the risk of harm is suf- 
ficiently severe by withdrawing the function, algo- 
rithm or other feature. 

Decisions taken on mitigating measures, as part of 
the product design process or as a response to is- 
sues arising from the risk assessment, should be rec- 
orded. (Note: this would be included in the record 
keeping duties under section 23 (u2U) and section 
34 (search).) 

Monitoring and measurement 

All services should develop appropriate metrics to 
measure the effectiveness of the mitigating 



 

 

Question Your response 
 measures taken in reducing the risk of harm identi- 

fied in the risk assessment. These measures should 
feed back into the risk assessment.” 

 
 

The obligation here is to have a mechanism to con- 
sider how to mitigate, rather than requiring the use 
of particular technologies or the introduction of pre- 
determined safeguards in relation to technologies. 
Significantly, and given the proposal is based on the 
duty of care, the measure of success is not wholly 
about output measures (though they may indicate 
whether an effective process is in place) but about 
the level of care found in outcome-oriented pro- 
cesses and choices. Assessment is about the fea- 
tures taken together and not just an individual item 
in isolation. 

Given that, the outcome may not be wholly success- 
ful; what is important, however, is the recognition 
of any such shortfall and the adaptation of 
measures in response to this. It may be that the lan- 
guage of the obligation should recognise that the 
measures proposed should be appropriate bearing 
in mind the objective sought to be achieved (in the 
sense that an arguable claim can be made about ap- 
propriateness rather than there being pre-existing 
specific evidence on the point). We note that Ofcom 
has proposed criteria for assessing the effectiveness 
of age verification criteria (technical accuracy, ro- 
bustness, reliability and fairness) that are more 
about outcomes than specific outputs; it may be 
that analogous criteria could be introduced to as- 
sess the processes adopted to identify harms to se- 
lect appropriate mitigation measures. Significantly, 
the extent of the testing and assessing obligation 
should be proportionate, bearing in mind the pro- 
vider’s resources, reach and severity of likely impact 
on groups of users. The lack of reach and the less 
complex internal environment should of course 
mean that in any event the process will be less siza- 
ble for smaller providers than larger. 

 
Safety by design 



 

 

Question Your response 
 We provide here the general commentary and anal- 

ysis on this issue as context for our response on the 
codes of practice framework in the next section. We 
have also included the specific examples (eg on the 
recommender system, content moderation and age 
assurance) from this section in other relevant sec- 
tions of this consultation proforma. 

We noted in our previous submission the relatively 
late insertion of a new “section 1” in the Online 
Safety Act, setting out the overall objectives of the 
legislation, including a duty on providers to ensure 
that services are “safe by design”. As with our pre- 
vious submission, we provide evidence - often inter- 
linked - throughout this document that provides evi- 
dence of the choices that Ofcom has made which – 
taken together – we believe will not deliver this 
stated outcome. 

What the Act says 

Section 12 (8) describes the children’s safety duties 
and mirrors section 10 (4) in the illegal content du- 
ties. Schedule 4 (the Online Safety Objectives) is rel- 
evant here, as are the new duties on Ofcom, set out 
in section 91, which amend Section 3 of the Com- 
munications Act 2003, including: 

(2) In subsection (2), after paragraph (f) in- 
sert— 

“(g) the adequate protection of citizens from 
harm presented by content on regulated ser- 
vices, through the appropriate use by provid- 
ers of such services of systems and processes 
designed to reduce the risk of such harm” 
(our emphasis) 

Parliamentary debate 

In our previous submission, we provided relevant 
extracts from Hansard where the integral nature of 
a “safety by design” approach was emphasised by 
Peers, including Lord Parkinson - the Government 
Minister - who introduced the new “clause 1” by 
saying that it was the Government’s intent that “a 

https://www.legislation.gov.uk/ukpga/2023/50/section/1
https://www.legislation.gov.uk/ukpga/2023/50/section/12
https://www.legislation.gov.uk/ukpga/2023/50/schedule/4
https://www.legislation.gov.uk/ukpga/2023/50/section/91/enacted
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 main outcome of the legislation is that services 

must be safe by design. For example, providers 
must choose and design their functionalities so as to 
limit the risk of harm to users.” (Hansard 6 July col- 
umn 1320) 

The “by design” approach raises the question of 
whether, where there is evidence of harm con- 
nected to particular features, the obligation should 
be on the companies to be the subject to the bur- 
den of rectification – even to the point of rolling 
back specific features (e.g. push notifications which 
have given rise to concerns about addiction in the 
US) until the evidence is there to make them safe 
enough: product withdrawals are known in other in- 
dustries and indeed TikTok recently suspended a 
feature on its new Lite App in response to an inves- 
tigation into its child safety impacts under the Euro- 
pean Digital Services Act. 

Ofcom’s proposals 

Ofcom’s Approach document, published alongside 
the illegal harms consultation last November, says 
“Our role is to tackle the root causes of online con- 
tent that is illegal and harmful for children, by im- 
proving the systems and processes that services use 
to address them. Seeking systemic improvements 
will reduce risk at scale, rather than focusing on in- 
dividual instances.” (p5). 

This is heartening – and reflects the Government’s 
intention, as set out in Parkinson’s above state- 
ment. But - as the approach and measures in the 
children’s consultation mirror those set out in the il- 
legal harms consultation - it is worth repeating here 
that this objective does not flow through the subse- 
quent proposals (including the approach to govern- 
ance and risk assessment, proportionality decisions 
and the differentiated approach to size) nor to the 
codes themselves. 

Our analysis of their proposals starts with the two 
new buckets of measures that are included in the 
children’s consultation - on age gating and the rec- 

https://hansard.parliament.uk/lords/2023-07-06/debates/7722BAA6-C15A-4413-8758-2AF0927061BF/OnlineSafetyBill
https://hansard.parliament.uk/lords/2023-07-06/debates/7722BAA6-C15A-4413-8758-2AF0927061BF/OnlineSafetyBill
https://www.france24.com/en/europe/20240424-the-eu-warned-tiktok-s-new-rewards-feature-could-be-addictive-now-the-app-s-suspended-it
https://www.france24.com/en/europe/20240424-the-eu-warned-tiktok-s-new-rewards-feature-could-be-addictive-now-the-app-s-suspended-it
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/roadmap/ofcoms-approach-to-implementing-the-online-safety-act/
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 ommender system - and then moves on to the fea- 

tures and functionalities that are identified as caus- 
ing harm in the risk profile volume (volume 3) but 
which are not covered in the measures. (Our table 
at annex A provides an at-a-glance comparison.) 

Age gating 

In the children’s Summary document (p13 on- 
wards), Ofcom sets out the “safer platform design 
choices” that it is consulting on: 

 
“We are also proposing a range of safety 
measures that focus on service providers en- 
suring they make foundational design 
choices, so children have safer online experi- 
ences. 

 
These cover three broad topics: 
• understanding which users are children so 
that those children can be kept safe; 
• ensuring recommender systems do not op- 
erate to harm children; and 
• making sure content moderation systems 
operate effectively. 

 
With the exception of the proposals around the rec- 
ommender systems (which is welcome), these top- 
ics - and the measures related to them which we 
discuss below - do not go much further than the ex- 
post measures Ofcom set out in the illegal harms 
consultation. In fact, two-thirds of the 36 measures 
recommended for U2U platforms, and all but one of 
the 24 measures for search services, are the same 
or equivalent versions. 

 
Age assurance - e.g. keeping children off platforms - 
is a tool to prevent harm but not a “safety by de- 
sign” choice that fundamentally changes the plat- 
form itself for all users, whether they are children or 
not. We refer Ofcom here to the analysis by 5 
Rights/Children’s Coalition of the age assurance pro- 
posals. Content moderation is about dealing with 

https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf
https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/summary-of-consultation.pdf


 

 

Question Your response 
 content that is already posted rather than address- 

ing the system which it flows over. 

 
In the Proposed codes at a glance, the description of 
measures highlights how they are limited to cutting 
off access to the service to children (by age assur- 
ance) for PPC content and some PPC, then to cut off 
access at more granular content level using age as- 
surance, then to use age verification to assess rec- 
ommender system usage, plus content moderation. 
This is not safety-by-design but the application of 
safety tech on top of a system that is deemed to be 
harmful to the users that the regulatory framework 
is designed to protect (and at a higher level than 
adult users, too). We discuss the age assurance 
measures in more detail in response to questions 
31-35 below. 

 
Recommender systems 
The measures relating to the recommender system - 
while welcome and integral to a platform or ser- 
vice’s design - still relate largely to the content that 
flows over the system and that is promoted by its 
algorithm rather than the deployment of a recom- 
mender system itself. The recommender system 
may not be a problem, per se: it’s how it’s designed, 
the values it incorporates and the way it is used by 
the service provider. The consultation also does not 
consider how recommender systems form part of 
the suite of incentives for content creation (see also 
our commentary on business models, below) and 
how being picked up by the algorithm is important 
for advertising revenue and other promotions. 
Moreover, it is relatively far down the design stack 
in terms of its impact. 

We have concerns here that this narrow approach 
will ultimately be a missed opportunity, resulting in 
piecemeal impacts on children with little shift in the 
culture of safety within companies and the overall 
safety of products used by children, particularly 
those in vulnerable groups with shared characteris- 
tics. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/proposed-codes-at-a-glance.pdf
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 In the introductory sections to volume 3 (risk regis- 

ter), Ofcom’s description of recommender systems 
highlights the problems: “The functionalities and 
characteristics we describe as risky are not inher- 
ently harmful and can have important benefits. For 
example, recommender systems benefit internet us- 
ers by helping them find content which is interest- 
ing and relevant to them. The role of the new online 
safety regime is not to restrict or prohibit the use of 
such functionalities or characteristics, but rather to 
get services to put in place safeguards which allow 
users to enjoy the benefits they bring, while manag- 
ing the risks appropriately.” (our emphasis) (vol 3, 
page 4) 

It is not clear what “safeguards” mean here. Is this 
post-hoc, after content has been created? If so, this 
is not “safety by design” - it implies that the recom- 
mender system will run as previously but overlaid 
with interventions to meet the measures required 
in the codes. In that regard, Ofcom’s approach does 
not fit with what is in the Act or in the risk register. 

 
In the next section, we also look at how the busi- 
ness model affects the creation and promotion of 
harmful content - intersecting with the recom- 
mender system in a way that is about system design 
choices as much as the motivation of the individual 
content creators. Ofcom describes this interplay in 
para 7.12.5: “The choice architecture of a service 
(i.e. the design of the choice environment in which a 
user is making decisions) can be designed to influ- 
ence or manipulate users into acting in ways that 
serve commercial interests but may be detrimental 
to individual or societal interests (e.g. spending time 
engaging with the service, in the case of advertising 
revenue models)” (our emphasis) 

 
Business model 

 
The business model is referred to in the risk assess- 
ment and risk profiles - and more emphasis is given 
to it than in the previous consultation - but no con- 
sideration is given in the codes of practice to 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/vol3-causes-impacts-of-harms-to-children.pdf?v=336052
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/vol3-causes-impacts-of-harms-to-children.pdf?v=336052
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 measures to mitigate or curtail the commercial in- 

centives for content creation (eg clickbait farms or 
harmful influencers (such as Andrew Tate) where 
content is used as a means to make money for the 
creators and often constitutes their sole purpose for 
being on the platform. 

 
In the risk register, Ofcom specifically mentions the 
recent rise in influence of Andrew Tate in its discus- 
sion of the financial incentives to create and share 
harmful content and, notably, how the monetisa- 
tion incentive combines with the recommender sys- 
tem to result in harmful content being pushed to 
younger users without their prior engagement: 

 
“Such content can be created by ordinary us- 
ers or by content creators. Content creators 
typically earn money on social media from 
advertising, in proportion to their number of 
followers. This means they face similar finan- 
cial incentives to services, whose revenue 
depends on number of users and/or user en- 
gagement, and so they can be incentivised 
to create harmful or extreme content, if 
such content drives their followers and 
hence their earnings. Services are then in- 
centivised to recommend such engaging 
content to users (including children) to sus- 
tain their revenue. For instance, the evi- 
dence shows that hateful and misogynistic 
videos posted by content creators can be 
popular on social media and are recom- 
mended to young users without them having 
proactively ‘liked’ or searched for such con- 
tent.” (7.12.7) 

 
In addition, Ofcom acknowledges that: “Due to the 
nature of risk, we also distinguish two ways in which 
goods or services may be promoted on a service. 
This distinction was made because in some cases 
services are paid to promote content as ‘advertise- 
ments’ which represent a source of revenue. In con- 
trast, while users can promote goods and services 
by posting them for sale, in many cases the service 
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 is not paid to advertise them. The risks associated 

with how a service generates revenue differ accord- 
ing to which functionalities are offered to users and 
how they might be used.” (para 7.30) 

 
But there is a “third way” here - that of content cre- 
ators being incentivised by financial reward (the 
monetisation of content) to create ever more con- 
troversial, provocative or potentially viral content 
with a view to increasing their revenue. This is not 
addressed in the measures. 

Finally, the advertising-based model is specifically 
mentioned in relation to eating disorders (poten- 
tially one of the categories of non-designated con- 
tent): 

“Advertising-based business models may in- 
crease the risk of children encountering eat- 
ing disorder content. Services which opti- 
mise revenue based on user base and en- 
gagement have incentives to develop service 
designs and features that maximise engage- 
ment and drive revenue, even if this is at the 
expense of exposing child users to harmful 
content. As set out earlier in this section, 
eating disorder content can generate high 
engagement, especially within eating disor- 
der communities.” (Also Vol 3, para 7.3.101) 

Metrics 
Linked to the business model - and particularly the 
incentives for content creators to maximise engage- 
ment - design choices relating to metrics and their 
impact on children’s content exposure and creation 
are identified as a function that is potentially harm- 
ful but are not covered by the mitigating measures. 

 
For example: “Ofcom research also reported that 
many children, and particularly those seeking social 
validation or looking to build their online following, 
said they shared violent content to gain popularity, 
due to the high levels of engagement that violent 
content would typically gain. Others reported that 
some of their friends shared violent content as they 
thought it was “funny” to surprise them with it.” 
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 (Volume 3, para 7.6.11) 

Volume 3 also notes the influence of “likes” in the 
incentivisation of children to take part in dangerous 
stunts (see 7.8.10 and 7.8.14). 

 
Addictive design 
There is some interesting evidence presented in vol- 
ume 3 (section 7.13) in relation to the impact of de- 
sign choices - including infinite scroll and autoplay, 
and alerts and notifications - on the time spent by 
children online. This is linked to the issues above re- 
lating to the business model (incentivisation for con- 
tent creators) and also to the use and influence of 
metrics on user engagement. But there are no cor- 
responding measures to mitigate it in the codes of 
practice despite the fact that Ofcom clearly states 
that: “Evidence suggests that the greater the time 
spent on services by a child, the higher the risk of 
encountering any harmful content that may be pre- 
sent on that service. Some service features and 
functionalities are designed to influence certain be- 
havioural outcomes, such as high usage or specific 
kinds of engagement. Children may be particularly 
vulnerable to being influenced in this way.” (p245) 

 
Ofcom goes on to say: 

“We understand that these features and 
functionalities can be fundamental to how 
services operate, and a significant source of 
revenue for services in proportion to their 
number of users and/or user engagement. 
This might include encouraging users to 
spend money on a particular service, or in 
the case of advertising-based business mod- 
els, simply spend time engaging with a par- 
ticular service while being exposed to ads.” 
(para 7.13.3) 

 
This comment suggests that the explanations given 
to Ofcom by service providers about the nature of 
their service are (as with other evidence) being 
taken at face value: that addictive design is an inte- 
gral part of social media services and, in order to 
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 comply with the children’s safety duties, some kind 

of “safety tech” fix must be retrospectively applied 
to mitigate the harm, rather than imposing a re- 
quirement on the services to address the design at 
source. (We refer back to the recent DSA example 
mentioned above, where action by the Commission 
temporarily stopped a new feature on TikTok that 
had addictive design elements.) 

 
Both metrification and addictive design are linked 
directly to the way in which recommender systems 
work - part of a wider suite of features and func- 
tionalities that drive engagement and keep users on 
platforms. Ofcom refers again to this aspect in its 
risk assessment guidance: 

“Further, in our research into features and 
functionalities we understand that affirma- 
tion based features play an outsized role in 
children seeking social validation through 
online services because they facilitate chil- 
dren receiving affirmation from others, and 
can lead to children spending more time 
online. It follows that services introducing 
changes which impact the prevalence of 
these functionalities could lead to more chil- 
dren spending more time on the service 
which could amount to a significant change 
in risks posed to children.” (Volume 4, 
12.100) 

 
Yet there are no measures, or even an open require- 
ment to act upon the identification of harm arising 
from these features or functionalities (or combina- 
tion thereof), to address it. 

 
As with much of the work across both risk profile 
volumes, Ofcom has identified quite specifically 
how these features and functionalities are part of 
the problem the OSA is trying to solve but then has 
done nothing on this via the codes. 

In the absence of evidence that Ofcom deems suita- 
ble to inform the recommendation of measures to 
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 address these features and functionalities, an alter- 

native approach would be to turn them off by de- 
fault for children - using the age gating measures as 
the means by which to apply this default. There is 
evidence that children don’t like the addictive de- 
sign elements of their social media experience. Such 
a measure would not make services unviable, just 
less profitable. We refer Ofcom to the court filings 
in the US relating to the Californian case on adoles- 
cent social media addiction and to the advisory 
from the US Surgeon General in May 2023 (Social 
Media and Youth Mental Health). 

 
Size of company 

With specific reference to measures that could be 
seen as touching on “safety by design” (including 
written statements of responsibilities or expecta- 
tions of product testing), Ofcom makes an upfront 
judgement that these can only be reasonably ex- 
pected of large or multi-risk companies – thereby 
undercutting at the outset the overarching legisla- 
tive objective in the Act. 

Significantly, in the proposals set out on governance 
in volume 4, Ofcom - in a proposal that it acknowl- 
edges “mirrors an equivalent one in the illegal 
harms consultation” (para 11.89) - sets out that a 
written statement of responsibilities for senior 
members of staff would: 

“include ownership of decision-making and 
business activities that are likely to have a 
material impact on children’s online safety 
outcomes. Examples include senior-level re- 
sponsibility for key decisions related to the 
management of risk on the front, middle and 
back ends of a service. This would include 
decisions related to the design of the parts 
of a product that users interact with (includ- 
ing how user behaviour or behavioural bi- 
ases have been taken into account), how 
data related to children’s online safety is col- 
lected and processed, and how humans and 

https://www.cand.uscourts.gov/wp-content/uploads/2023/11/YGR-Amended-Master-Complaint.pdf
https://www.hhs.gov/sites/default/files/sg-youth-mental-health-social-media-advisory.pdf
https://www.hhs.gov/sites/default/files/sg-youth-mental-health-social-media-advisory.pdf
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/vol4-assessing-risks-of-harms-to-children-online.pdf
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 machines implement trust and safety poli- 

cies. Depending on a service’s structure, key 
responsibilities in children’s online safety 
may fall under content policy, content de- 
sign and strategy, data science and analytics, 
engineering, legal, operations, law enforce- 
ment and compliance, product policy, prod- 
uct management or other functions.” (Vol 4, 
11.87) 

However, as with the illegal harms consultation, this 
statement of responsibilities is only recommended 
for large or multi-risk services despite the acknowl- 
edgment that “decision-making and business activi- 
ties are likely to have a material impact on user 
safety outcomes”, which goes to the heart of safety 
by design. 

Indeed, as we set out below, the Government’s Im- 
pact Assessment makes reference to the fact that 
building in safety by design is a way for smaller plat- 
forms to reduce regulatory compliance costs. Ofcom 
itself has recognised that smaller providers are likely 
to have less complex systems which would suggest 
safety by design would be - in process terms - less 
complex than for larger operators. 

Ofcom also only makes a few brief references to 
product safety testing, which we would include as a 
component of an overall “safety by design” ap- 
proach. In Volume 3, Ofcom says: “Our goal is that 
services prioritise assessing the risk of harm to users 
(especially children) and run their operations with 
user safety in mind. This means putting in place the 
insight, processes, governance and culture to put 
online safety at the heart of product and engineer- 
ing decisions.” (Vol 3, 9.8). 

Then, in a table suggesting a number of “enhanced 
inputs” to help companies build up their “risk as- 
sessment evidence base”, “results of product test- 
ing” are included: 

“We use ‘product’ as an all-encompassing 
term that includes any functionality, feature, 
tool, or policy that you provide to users for 

https://assets.publishing.service.gov.uk/media/6231dc9be90e070ed8233a60/Online_Safety_Bill_impact_assessment.pdf
https://assets.publishing.service.gov.uk/media/6231dc9be90e070ed8233a60/Online_Safety_Bill_impact_assessment.pdf
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 them to interact with through your service. 

This includes but is not limited to whole ser- 
vices, individual features, terms and condi- 
tions (Ts&Cs), content feeds, react buttons 
or privacy settings. By ‘testing’ we mean ser- 
vices should be considering any potential 
risks of technical and design choices, and 
testing the components used as part of their 
products, before the final product is devel- 
oped. We recognise that services, depending 
on their size, could have different employees 
responsible for different products and that 
these products are designed separately from 
one another.” (Table 9.5) (Our emphasis) 

This is an “enhanced input”: an expectation for 
larger services only. Ofcom’s rationale for this dis- 
tinction between “core” and “enhanced” inputs is: 
“All else being equal, we will generally expect ser- 
vices with larger user numbers to be more likely to 
consult the enhanced inputs (unless they have very 
few risk factors and the core evidence does not sug- 
gest medium or high levels of risk). This is because 
the potential negative impact of an unidentified (or 
inaccurately assessed) risk will generally be more 
significant, so a more comprehensive risk assess- 
ment is important. In addition, larger services are 
more likely to have the staff, resources, or specialist 
knowledge and skills to provide the information, 
and are more likely to be the subject of third-party 
research.” (Vol 3, 9.113) 

This therefore means that not only is product test- 
ing to ensure user safety not expected of smaller 
companies, it is not something that Ofcom feels 
should be carried out as part of a risk assessment to 
inform the measures that smaller services might 
feel they need to take in order to make their prod- 
ucts safe. (We set out more on the implications of 
the differentiated approach to size in Ofcom’s pro- 
posals below.) Implicitly in this, Ofcom is seeing se- 
verity of harm as being about the number of people 
affected, not the severity of harm caused, an ap- 
proach which is not necessarily mandated by the 
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 Act but which occurs repeatedly throughout the 

consultation. 

This seems to run counter to a “safety by design” 
approach. It is in marked contrast to the approach 
of the CMA and the ICO who suggest in a joint paper 
that testing is key to prevent harmful design in 
choice architecture; the paper notes that there are 
different ways of testing. The resources available to 
a service provider could thus inform the sort of test- 
ing rather than the question of whether service pro- 
viders should test. 

Content-focused measures 

We make a final point here about the content-fo- 
cused nature of the assessment of risk and harm. In 
our response to the illegal harms consultation, we 
included analysis which we had published as a 
standalone blog on Ofcom’s approach to the illegal 
content judgements guidance. 

We don’t intend to rehearse or repeat the argu- 
ments again here but make a couple of observations 
about how far this may have influenced - in a way 
that is not required by the Act - Ofcom’s approach 
to PPC, PC and NDC in the children’s duties and the 
decisions it has made in relation to design-based 
measures in the codes. 

While the Act itself is problematic, in its designation 
of content in those three categories, it refers in 
slightly different ways across PPC, PC and NDC or 
“content of a particular kind” (eg Section 41). 
Ofcom, conversely, refers to “examples of kinds of 
content” (eg para 8.20) which is a much more spe- 
cific description bringing service’s attention to indi- 
vidual pieces of content rather than “kinds” of con- 
tent. This inevitably leads to an ex-post perspective 
on harm - eg, does this individual piece of content 
fit one of the categories in the Act and how was it 
dealt with by the service provider? Rather than, 
how does the service design lead to the creation, 
promotion and engagement with “content of a par- 
ticular kind” in a way that is harmful to children? 

https://ico.org.uk/about-the-ico/media-centre/news-and-blogs/2023/08/ico-and-cma-harmful-online-design-encourages-consumers-to-hand-over-personal-information/
https://www.onlinesafetyact.net/analysis/ofcom-s-illegal-content-judgements-guidance/
https://www.onlinesafetyact.net/analysis/ofcom-s-illegal-content-judgements-guidance/
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 This perspective is the one which the ICJG proposes 

in relation to criminal offences. This may have been 
understandable in the context of the ICJG and the 
concerns about the mental element (though we still 
have concerns about the precise approach 
adopted) but there is no similar requirement for 
mental element here. Instead the emphasis is on 
the likely impact on users, which is looking at the 
prediction of harm arising from classes of mate- 
rial. Furthermore, in our view it is an approach that 
is not appropriate given that the taking down indi- 
vidual pieces of harmful content is not a require- 
ment for compliance. 

 
Evidence 

Safety by design 

The evidence we would like to draw Ofcom’s atten- 
tion to here is the same as that submitted in our re- 
sponse to the illegal harms consultation. It includes: 

• The Government’s 2021 guides on “safety by 
design” for online platforms, unreferenced 
in Ofcom’s material, which set out that this 
was a “process of designing an online plat- 
form to reduce the risk of harm to those 
who use it. Safety by design is preventative. 
It considers user safety throughout the de- 
velopment of a service, rather than in re- 
sponse to harms that have occurred.. By 
considering your users’ safety throughout 
design and development, you will be more 
able to embed a culture of safety into your 
service.” Ofcom makes no reference to this 
work in its risk profile evidence (volume 3), 
though it does quote extensively from 
DCMS-commissioned research from Ecorys 
on the impact of online harms to children. 

• The Government’s own Impact Assess- 
ment, which says “the government’s Safety 
by Design framework and guidance is tar- 
geted at SMBs to help them design in user- 
safety to their online services and products 

https://www.gov.uk/guidance/principles-of-safer-online-platform-design
https://www.gov.uk/guidance/principles-of-safer-online-platform-design
https://assets.publishing.service.gov.uk/media/6231dc9be90e070ed8233a60/Online_Safety_Bill_impact_assessment.pdf
https://assets.publishing.service.gov.uk/media/6231dc9be90e070ed8233a60/Online_Safety_Bill_impact_assessment.pdf
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 from the start thereby minimising compli- 

ance costs.” 
• The Australian e-Safety Commissioner’s 

Safety By Design principles  
• The OECD’s recent report on safety by de- 

sign for children. 
• Children’s coalition, 5 Rights and NSPCC con- 

sultation responses 

Harmful Design 

The evidence we would like to draw Ofcom’s atten- 
tion to here is the same as that submitted in our re- 
sponse to the illegal harms consultation, including 
recent US court filings and whistleblower reports 
that have recently laid out what happens when a 
“safety by design” approach is not embedded in 
companies’ culture and the impact of platforms’ de- 
sign choices on the harms that are caused to users, 
particularly children. These include: 

US court filings  
• State of NY, Erie County vs Meta et al re rad- 

icalisation - March 2024 
• New Mexico Attorney-General case against 

Meta - January 2024 
• Bad Experience and Encounters Framework 

(BEEF) survey - Instagram internal research - 
unsealed as part of New Mexico court case - 
January 2024 

• California Superior Court Opinion re dismis- 
sal of Fentanyl Case re Snap - January 2024 

• Multistate Complaint re Meta - largely unre- 
dacted - Nov 2023 

• Second amended complaint re Fentanyl and 
Snap - July 2023 

• California Master Complaint in re Adolescent 
Social Media Addiction - May 2023 

 
Whistleblower material 

• Arturo Bejar in conversation with Stephen 
Balkam - FOSI conference - June 2024 

• Arturo Bejar testimony to Congress - Novem- 
ber 2023 

https://www.esafety.gov.au/industry/safety-by-design
https://www.oecd-ilibrary.org/science-and-technology/towards-digital-safety-by-design-for-children_c167b650-en
https://regmedia.co.uk/2024/03/19/tops-shooting-social-media-case-order.pdf
https://regmedia.co.uk/2024/03/19/tops-shooting-social-media-case-order.pdf
https://storage.courtlistener.com/recap/gov.uscourts.nmd.496039/gov.uscourts.nmd.496039.36.1.pdf
https://storage.courtlistener.com/recap/gov.uscourts.nmd.496039/gov.uscourts.nmd.496039.36.1.pdf
https://storage.courtlistener.com/recap/gov.uscourts.nmd.496039/gov.uscourts.nmd.496039.36.2.pdf
https://storage.courtlistener.com/recap/gov.uscourts.nmd.496039/gov.uscourts.nmd.496039.36.2.pdf
https://digitalcommons.law.scu.edu/cgi/viewcontent.cgi?article=3828&context=historical
https://digitalcommons.law.scu.edu/cgi/viewcontent.cgi?article=3828&context=historical
https://oag.ca.gov/system/files/attachments/press-docs/Less-redacted%20complaint%20-%20released.pdf
https://wpdash.medianewsgroup.com/wp-content/uploads/2023/12/snap-complaint-neville.pdf
https://wpdash.medianewsgroup.com/wp-content/uploads/2023/12/snap-complaint-neville.pdf
https://www.cand.uscourts.gov/wp-content/uploads/2023/11/YGR-Amended-Master-Complaint.pdf
https://www.cand.uscourts.gov/wp-content/uploads/2023/11/YGR-Amended-Master-Complaint.pdf
https://www.youtube.com/watch?v=pATZdsa4WdM
https://www.youtube.com/watch?v=pATZdsa4WdM
https://www.judiciary.senate.gov/imo/media/doc/2023-11-07_-_testimony_-_bejar.pdf


 

 

Question Your response 
 • Sophie Zhang oral evidence to Parliament & 

written evidence- October 2021 
• Frances Haugen evidence to Congress & 

transcript - October 2021 
• FB Archive - searchable repository of the 

Frances Haugen papers 
 

Coroners’ reports 
• Prevention of Future Death Report: Daniel 

Tucker - February 2024 
• Prevention of Future Death Report: Chloe 

McDermott - December 2023 
• Prevention of Future Death Report: Bronwen 

Morgan - November 2023 
• Prevention of Future Death Report: Luke 

Ashton - July 2023 
• Prevention of Future Death Report: Molly 

Russell - October 2022 
• Prevention of Future Death Report: Callie 

Lewis - December 2019 
 

Transparency reports 
• Digital Services Act Transparency database 

https://committees.parliament.uk/oralevidence/2827/html/
https://committees.parliament.uk/writtenevidence/40739/pdf/
https://www.rev.com/blog/transcripts/facebook-whistleblower-frances-haugen-testifies-on-children-social-media-use-full-senate-hearing-transcript
https://fbarchive.org/
https://www.judiciary.uk/prevention-of-future-death-reports/daniel-tucker-prevention-of-future-deaths-report/
https://www.judiciary.uk/prevention-of-future-death-reports/daniel-tucker-prevention-of-future-deaths-report/
https://www.judiciary.uk/wp-content/uploads/2023/12/Chloe-Macdermott-Prevention-of-future-deaths-report-2023-0534_Published.pdf
https://www.judiciary.uk/wp-content/uploads/2023/12/Chloe-Macdermott-Prevention-of-future-deaths-report-2023-0534_Published.pdf
https://www.judiciary.uk/prevention-of-future-death-reports/bronwen-morgan-prevention-of-future-deaths-report/
https://www.judiciary.uk/prevention-of-future-death-reports/bronwen-morgan-prevention-of-future-deaths-report/
https://www.judiciary.uk/prevention-of-future-death-reports/luke-ashton-prevention-of-future-deaths-report/
https://www.judiciary.uk/prevention-of-future-death-reports/luke-ashton-prevention-of-future-deaths-report/
https://www.judiciary.uk/wp-content/uploads/2022/10/Molly-Russell-Prevention-of-future-deaths-report-2022-0315_Published.pdf
https://www.judiciary.uk/wp-content/uploads/2022/10/Molly-Russell-Prevention-of-future-deaths-report-2022-0315_Published.pdf
https://www.judiciary.uk/wp-content/uploads/2019/12/Callie-Lewis-2019-0414_Redacted-1.pdf
https://www.judiciary.uk/wp-content/uploads/2019/12/Callie-Lewis-2019-0414_Redacted-1.pdf
https://transparency.dsa.ec.europa.eu/


 

 

Developing the Children’s Safety Codes: Our framework (Section 14) 

25. Do you agree with our approach to 
developing the proposed measures for 
the 

Children’s Safety Codes? 

a) If not, please explain why. 

26. Do you agree with our approach 
and proposed changes to the draft Il- 
legal Content Codes to further protect 
children and accommodate for poten- 
tial synergies in how systems and pro- 
cesses manage both content harmful 
to children and illegal content? 

a) Please explain your views. 

27. Do you agree that most measures 
should apply to services that are ei- 
ther large services or smaller services 
that present a medium or high level of 
risk to children? 

28. Do you agree with our definition 
of ‘large’ and with how we apply this 
in our recommendations? 

29. Do you agree with our definition 
of ‘multi-risk’ and with how we apply 
this in our recommendations? 

30. Do you agree with the proposed 
measures that we recommend for all 
services, even those that are small and 
low-risk? 

Confidential? – Y / N 
 
 

As we described in detail in our response to the ille- 
gal harms consultation, we have concerns that the 
identification of risks and the material for the risk 
register, and the approach to risk management does 
not follow through to the measures that are de- 
scribed in the codes. Even when limited to content 
moderation (not addressing systemic and function- 
ality mitigation measures), small/single-risk services 
are let off hook based on their size and the propor- 
tionality assessment. We refer to our large evidence 
table at annex A which compares the functionalities 
identified in volume 3 with the measures (or lack 
thereof) to address them in volume 5. The extracts 
below provide further context to this. 

Just as with the risk profile work in the illegal harms 
consultation, volume 3 of the suite of children’s 
documents is a commendable standalone document 
and is analytical and thorough in identifying the 
functionalities that contribute to this prevalence 
and/or risk of harm to individuals from the catego- 
ries of content designated in the OSA. Many of 
these functionalities are vectors for multiple harms. 

However, there is the same structural problem with 
the illegal harms proposal in that this assessment 
does not flow through to the mitigation measures 
set out in the Codes of Practice (Annex 7) (for user- 
to-user services) and Annex 8 for search, which fo- 
cus primarily on ex-post measures (content modera- 
tion) - with the exception of the new age assurance 
measures and measures relating to the recom- 
mender system. 

Again, the rules-based nature of the Codes - specify- 
ing specific recommended measures rather than ob- 
ligations aimed towards the achievement of desired 
outcomes - and the fact that these are designed as a 
“safe harbour” (eg if companies follow the 
measures they will be judged to have complied with 

https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf


 

 

 their duties under the Act*), means that there is no 
incentive for companies to implement mitigating 
measures beyond those described in the codes. This 
is the case even if their risk assessment has flagged 
that their service poses particular risks from other 
functionalities (arising from design choices) and de- 
spite the fact that the risk assessment notes the 
need for voluntary actions over and above what is 
set out in the codes. The Atlantic Council makes this 
point: “if compliance replaces problem-solving, it 
establishes a ceiling for harm reduction, rather than 
a floor founded in user and societal protection.” (p 
36) 

(*The “safe harbour” provision is described here: 

“Services that choose to implement the 
measures we recommend in Ofcom’s Chil- 
dren’s Safety Codes will be treated as com- 
plying with the relevant children’s safety as 
well as their reporting and complaints du- 
ties. This means that Ofcom will not take en- 
forcement action against them for breach of 
that duty if those measures have been im- 
plemented. This is sometimes described as a 
“safe harbour. However, the Act does not 
require that service providers adopt the 
measures set out in the Children’s Safety 
Codes, and service providers may choose to 
comply with their duties in an alternative 
way that is proportionate to their circum- 
stances .” (Para 13.4)) 

Furthermore, smaller companies are in many in- 
stances exempt from implementing particular miti- 
gating measures due to Ofcom’s proportionality 
analysis. (See our response to question 58 below.) 

We have produced a supporting document (annex 
A) to illustrate where the gaps between the analysis 
of harm and the recommended mitigations of it lie, 
along with a summary “at a glance” table. We have 
previously published a blog discussing the choices 
made in relation to the illegal harms codes of prac- 
tice and compliance, which we also draw from be- 
low. 

https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf
https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf
https://www.onlinesafetyact.net/analysis/osa-codes-of-practice-bridging-duties-and-compliance/


 

 

 What the Act says 

Section 12(4) includes at (b) design of functionali- 
ties, algorithms and other features, all of which – as 
we set out below – are lacking measures in this first 
iteration of the codes. The significance of the Codes 
is seen in section 49, which envisages two ways in 
which in-scope providers can comply with their rele- 
vant statutory duties: (a) compliance through rec- 
ommended measures; and (b) compliance through 
alternative measures, but with caveats. Section 49 
states that a service provider: 

“is to be treated as complying with a rele- 
vant duty if the provider takes or uses the 
measures described in a code of practice 
which are recommended for the purpose of 
compliance with the duty in question.” 

This means that service providers which choose to 
implement measures recommended to them for the 
kinds of content and their size or level of risk indi- 
cated in the regulator’s Codes will be deemed as 
compliant with the relevant duty and Ofcom will not 
take enforcement action for breach of that relevant 
duty against those services. The level and nature of 
Ofcom’s recommendations are therefore significant 
for the level of safety provided to users and the ex- 
tent to which the Act’s objectives are achieved. 

In the event of identifying potential risks in services 
that are not adequately addressed by the existing 
Codes, and where transparency measures prove in- 
effective, Ofcom has the authority to update and 
enhance the Codes (see sections 47(1) and 48 of the 
Act) - a point which Ofcom recognises when it notes 
that the development of the Codes will be an itera- 
tive process. This, of course, has the disadvantage 
of introducing further delays to the effective imple- 
mentation of the regime. 

Schedule 4 provides further requirements about the 
measures to be included in any codes, as we discuss 
below. 

Parliamentary debate 



 

 

 In Lords Committee stage day 1, the Government 
Minister Lord Parkinson said: “Through their duties 
of care, all platforms will be required proactively to 
identify and manage risk factors associated with 
their services in order to ensure both that users do 
not encounter illegal content and that children are 
protected from harmful content. To achieve this, 
they will need to design their services to reduce the 
risk of harmful content or activity occurring and 
take swift action if it does”. (Column 725) 

At Lord Committee stage day 3, in response to a de- 
bate on the nature of cumulative harm, Lord Parkin- 
son said: 

“The Bill will address cumulative risk where 
it is the result of a combination of high-risk 
functionality, such as live streaming, or re- 
wards in service by way of payment or non- 
financial reward. This will initially be identi- 
fied through Ofcom’s sector risk assess- 
ments, and Ofcom’s risk profiles and risk as- 
sessment guidance will reflect where a com- 
bination of risk in functionalities such as 
these can drive up the risk of harm to chil- 
dren. Service providers will have to take 
Ofcom’s risk profiles into account in their 
own risk assessments for content which is il- 
legal or harmful to children. The actions that 
companies will be required to take under 
their risk assessment duties in the Bill and 
the safety measures they will be required to 
put in place to manage the services risk will 
consider this bigger-picture risk profile.” 
(Lords Committee stage 27 April 2023 Col- 
umn 1385) 

Later in Lords Committee stage, when challenged by 
Baroness Morgan as to why the Government would 
not concede on a code of practice for women and 
girls, Lord Parkinson set out a number of reasons 
why the existing codes would be sufficient in this re- 
gard. He also replied directly to Morgan’s claim that 
the Bill “misses out the specific course of conduct 
that offences in this area can have” and referred to 
(then) clause 9 re services needing to mitigate and 

https://hansard.parliament.uk/Lords/2023-04-19/debates/0C27A2E7-484D-46A2-A68C-4C6B9FBA671E/OnlineSafetyBill
https://hansard.parliament.uk/Lords/2023-04-27/debates/958CAC63-A345-45E8-9DE3-7CBA46611DCA/OnlineSafetyBill
https://hansard.parliament.uk/Lords/2023-04-27/debates/958CAC63-A345-45E8-9DE3-7CBA46611DCA/OnlineSafetyBill
https://hansard.parliament.uk/lords/2023-05-16/debates/A95B3CA9-8816-4F58-8D03-45E7321D4C9B/OnlineSafetyBill


 

 

 manage the risk of being used for the commission 
or facilitation of an offence. 

Parkinson said: “This would capture patterns of be- 
haviour. In addition, Schedule 7 contains several 
course of conduct offences, including controlling 
and coercive behaviour, and harassment. The codes 
will set out how companies must tackle these of- 
fences where this content contributes to a course of 
conduct that might lead to these offences.” 

Ofcom’s proposals 

As in the illegal harms consultation (largely because 
the bulk of the measures are the same), Ofcom has 
in the main interpreted “measures described” as re- 
quiring very specific recommendations to which 
proportionality and costs criteria have to be applied 
on an individual basis before they can be “recom- 
mended for the purpose of compliance”. Ofcom is 
pre-assessing proportionality here to limit the scope 
of the measures recommended, rather than allow- 
ing services to make their own assessments. This 
section repeats the analysis we provided in our pre- 
vious consultation. It is fundamental to what we 
perceive as the problem in Ofcom’s approach and 
one which we feel is still not fully understood. 

We submit that Ofcom’s chosen approach is not re- 
quired by the Act and does not reflect Parliamen- 
tary intention. One implication of section 236(1) in 
this context is that the obligations to take or use 
measures – notably those set out in non-exhaustive 
lists under sections 12(8) for user-to-user as well as 
29(4) for search services - are not limited to specific 
types of technology but extend to processes as 
well. 

A requirement for an obligation to be clear and pre- 
cise (Schedule 4, para 2b) does not mean that a ser- 
vice provider should have no choice or discretion in 
responding to the obligation; rather what it means 
is that the service provider should be able to under- 
stand the nature of the requirement. Ofcom is not 
precluded from imposing process requirements and 
offering illustrative examples of good or best prac- 
tices when making recommendations of a proce- 
dural nature. Indeed, it is arguable that Ofcom could 



 

 

 make more use of objective-focussed process obli- 
gations to cover gaps in mitigations that are cur- 
rently found in the recommended measures. There 
are many instances where a functionality has been 
found to be problematic in Vol 3 and for the pur- 
poses of the risk register, but where Vol 5 finds the 
evidence of those solutions not to be specific 
enough to justify making a specific technical recom- 
mendation. 

An approach based on broader process-based obli- 
gations orientated towards the Act’s objectives 
could also be within the scope of Section 49(1) 
which would allow a much more flexible orientation 
towards user safety while still satisfying the require- 
ments for clarity and precision and allowing for pro- 
portionality of response. 

As we set out in our response to questions 4-7 
above, throughout the consultation document, 
Ofcom makes its own judgements – without qualifi- 
cation – about a) what evidence it deems to be ac- 
ceptable to support the inclusion of measures in the 
codes of practice (we talk further about evidence 
thresholds in response to questions 4-7, above); and 
b) what measures it deems proportionate for ser- 
vices to implement to mitigate the harms they may 
have already identified in their risk assessment. 
While there is some methodology set out in Volume 
3 about what evidence they have accepted for the 
purpose of the risk register, for Volume 5 (the 
codes) there is no equivalent. This is a different is- 
sue from when the threshold has been reached - 
and why. 

The wording of the Act, however, does not imply 
that this is for Ofcom to judge – rather that it is for 
providers to “take or use measures … if it is propor- 
tionate to do so” (s 12 (8)). 

Despite this, Ofcom is taking a rules-based, prescrip- 
tive, de minimis approach to safety, which does not 
take into account the fact that the Act itself says the 
duties apply across all areas of the service “includ- 
ing the way it is designed, operated as well as used” 
and that the duties “require the provider to take or 



 

 

 use measures” in areas, including “regulatory com- 
pliance and risk management arrangements”, “de- 
sign of functionalities, algorithms and other fea- 
tures”. On the impact of proportionality, we refer to 
our response to question 58 below. 

We understand that Ofcom is taking a cautious ap- 
proach with regard to the obligations imposed on 
companies - if not as regards the harms continued 
to be experienced by children - that it is reliant on 
evidence and that its proportionality assessment is 
stringent. However, there is a fundamental choice 
that has been made - integral to the illegal harms 
approach and therefore repeated here - about the 
approach to the codes that does not fit with the leg- 
islative intent: the regime was supposed to be prin- 
ciples-based or risk-based. 

While Schedule 4, para 1(a) does require Ofcom to 
“consider the appropriateness of provisions of the 
code of practice to different kinds and sizes of Part 
3 services and to providers of differing sizes and ser- 
vices", it does not have to pre-judge all the 
measures it recommends on that basis nor is it re- 
quired to set down specific rules. While there are 
expectations that obligations should be clear (and 
not impose unnecessary obligations on service pro- 
viders) this does not mean more general obligations 
cannot be imposed. Indeed, as Lord Parkinson re- 
marked; 

“Ofcom’s guidance and codes of practice will 
set out how they can comply with their du- 
ties, in a way that I hope is even clearer than 
the Explanatory Notes to the Bill, but cer- 
tainly allowing for companies to have a con- 
versation and ask for areas of clarification, if 
that is still needed.” (Lords Committee stage 
25 April 2023) 

It is reasonable as the regulator to place an expecta- 
tion on the companies to respond to outcome-de- 
fined obligations. 

Ofcom’s Economic Director, Tania Van Den Brande 
set out the problems with a rules based approach in 
2021: 

https://hansard.parliament.uk/lords/2023-04-25/debates/8A42D322-903C-485F-907E-11FDF4EDCB08/OnlineSafetyBill
https://hansard.parliament.uk/lords/2023-04-25/debates/8A42D322-903C-485F-907E-11FDF4EDCB08/OnlineSafetyBill
https://www.ofcom.org.uk/news-centre/2021/rules-versus-principles-based-regulation


 

 

 "..rules are at a greater risk of leading to un- 
desirable effects if a given conduct can be 
harmful, neutral or beneficial depending on 
the circumstances of the market or the char- 
acteristics of the firm they apply to ......Rules 
can also become outdated in highly dynamic 
markets." 

Despite the amount of evidence Ofcom has col- 
lected on the nature of harm, its decision to follow a 
rules-based model of recommendations has signifi- 
cantly limited the likelihood that companies will 
take a risk-based approach to mitigation. Further- 
more, the rigid rules-based approach then requires 
Ofcom to decide, based on its proportionality as- 
sessment, that it should exempt smaller services 
from following those rules – rather than specifying 
an outcome or a principle and judging whether the 
regulated service has acted proportionately in its re- 
sponse. 

We discuss the issue relating to small companies 
further in response to questions 27-30; but deciding 
whether or not to apply code of practice measures 
to all companies, based on Ofcom’s own assessment 
of the ”onerous” (a word used, thankfully, fewer 
times in this consultation than previously) impact 
they might have on their profitability, is entirely in- 
consistent with Ministerial expectations that the 
Act’s safety duties would apply to all regulated ser- 
vices, regardless of size – with the proportionality 
test being for companies to judge and account for 
to Ofcom, rather than Ofcom making that decision 
for them upfront. 

Evidence 

We set out our evidence on this disconnect be- 
tween the harms identified and the measures pro- 
posed to address them in the updated table at an- 
nex A, which is attached to this submission as a PDF 
and which can be found on our website here. 

With the exception of recommender systems and 
age assurance, the measures recommended in the 
children’s codes of practice mirror those in the ille- 
gal harms codes. There are a few additional points 

https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf


 

 

 we would like to make in this regard, to supplement 
the comparative work provided in the annex. This is 
largely to highlight the gaps in measures, where we 
feel these are not justified, particularly when the 
codes are intended to deliver a “higher protection” 
for children. 

• There is no justification for measures on 
livestreaming to be omitted in relation to 
children given the number of types of harm 
it is linked to. Rather weakly, Ofcom argues 
(in volume 3 para 7.17) that “while 
livestreaming can be a risk factor for several 
kinds of harm to children, as it can allow the 
real-time sharing of content such as suicide 
and self-harm, it also allows for real-time up- 
dates in news, and can provide children with 
up-to-date tutorial videos and advice or en- 
courage creativity in streaming content. 
These considerations are a key part of the 
analysis underpinning our Code measure.” A 
small amount of benefit is used to make the 
case against a measure to mitigate a large 
amount of harm. Ofcom might understanda- 
bly not want to “ban livestreaming” for chil- 
dren, but there would be interventions 
(aligned with the precautionary approach we 
advocated at Carnegie UK, see questions 4- 
7) that could introduce friction into its use. 
Friction would not prevent the positive use 
cases continuing (eg, educational broadcasts 
- though there is no evidence that educa- 
tional content has to be live-streamed or 
that there is inherent value to be gained 
from doing that by contrast to other forms 
of audiovisual dissemination) while the neg- 
atives (children livestreaming themselves 
doing dangerous stunts, self-harming, or en- 
gaged in violent activities) could be mini- 
mised. Notably, a number of such practical 
measures were set out by DCMS, back in 
2021, when it included guidance for compa- 
nies on livestreaming in its “Principles of 
Safer Online Platform Design”. Ofcom makes 
no reference to this in its proposals, nor 
does it consider the distinction between the 
issues around children having the ability to 

https://www.gov.uk/guidance/live-streaming-improve-the-safety-of-your-online-platform
https://www.gov.uk/guidance/live-streaming-improve-the-safety-of-your-online-platform


 

 

 livestream versus the ability to receive con- 
tent that is livestreamed; arguably these 
raise different issues in relation to harm. 

• Two other new functionalities have been 
identified in the risk register as posing spe- 
cific harms to children but which were not 
included in the illegal harms analysis: 
stranger pairing and ephemeral messaging, 
neither of which have corresponding 
measures. Other functionalities that crop up 
multiple times in relation to multiple PPC or 
PC risks but with no mitigating measures rec- 
ommended include: hashtags, group mes- 
saging, direct messaging and anonymous 
profiles. 

• There are no measures to address some of 
the risks relating to the business models (as 
per our analysis in section 1), despite these 
being identified as something that the ser- 
vices’ risk assessments must cover (eg “As- 
sess the level of risk of harm to children and 
how that is affected by characteristics of a 
service and how it is used, including: user 
base, functionalities, algorithmic systems, 
and the business model”; para 2.30) 

• The incentives for children to chase likes or 
other visible metrics and incentives - an- 
other non-financial engagement aspect - is 
not addressed. 

• There is no requirement on platforms to do 
anything or make any modifications to the 
way their service is operating based on feed- 
back from children, despite the fact that 
Ofcom recognises that “certain service char- 
acteristics play an important role in chil- 
dren’s experiences of harm online” and that 
children themselves are aware that “any en- 
gagement, including reporting and signalling 
negative engagement could lead to similar 
content being recommended”. (Vol 3, para 
6.10) 

• Large group messaging: While the measures 
in the codes allow children to refuse invita- 
tions to groups, there are no considerations 
of systemic actions that regulated services 
might take when aware of the presence of 
large groups containing children on their 



 

 

 platforms. For example, should they con- 
sider what content is being posted, what the 
connection is between the children, how 
many adults are also involved, etc? Also, re- 
garding the observation at vol 5, 21.62 that 
“evidence suggests that the main risks of be- 
ing unwillingly added to group chats by oth- 
ers are related to pornographic content, eat- 
ing disorder content, bullying content, abuse 
and hate content and violent content”, there 
is a wider consideration as to whether add- 
ing or inviting children to groups should be 
allowed as a functionality per se, regardless 
of whether there is enough evidence about 
which types of harmful content they might 
be exposed to. At the very least, the meas- 
ure relating to their ability to refuse invita- 
tions should be applied to all services. 

• Emerging technologies - metaverse, genAI 
etc: We noted in our illegal harms consulta- 
tion that the Government, during the pas- 
sage of the Bill, said it was “technology neu- 
tral” and that harms arising from new tech- 
nologies (such as the metaverse, immersive 
technologies or GenAI) would be covered if 
they were user-to-user in nature. See, for ex- 
ample, Lord Parkinson in the Lords Commit- 
tee stage debate on 25 May: 

“The Bill has been designed to be technol- 
ogy-neutral in order to capture new services 
that may arise in this rapidly evolving sector. 
It confers duties on any service that enables 
users to interact with each other, as well as 
search services, meaning that any new inter- 
net service that enables user interaction will 
be caught by it … the Bill is designed to regu- 
late providers of user-to-user services, re- 
gardless of the specific technologies they use 
to deliver their service, including virtual real- 
ity and augmented reality content. This is 
because any service that allows its users to 
encounter content generated, uploaded or 



 

 

 shared by other users is in scope unless ex- 
empt. “Content” is defined very broadly in 
Clause 207(1) as 

“anything communicated by means of an in- 
ternet service”. 

This includes virtual or augmented reality. 
The Bill’s duties therefore cover all user-gen- 
erated content present on the service, re- 
gardless of the form this content takes, in- 
cluding virtual reality and augmented reality 
content. To state it plainly: platforms that al- 
low such content—for example, the 
metaverse—are firmly in scope of the Bill.” 
(Hansard 25 May col 1010) 

As we noted in the illegal harms response, 
there is plenty of evidence already of harm 
from both technologies in the here and now 
- including child sexual abuse within VR envi- 
ronments and a virtual gang-rape of an un- 
der-16 in the metaverse. Deepfake porn has 
risen up the agenda and fraud is also a signif- 
icant area of concern. In the illegal harms 
consultation, there was no indication from 
Ofcom of the timescales for how they are 
going to respond to this in future iterations 
of the codes and again, without the “catch- 
all” measure we recommend above, there is 
no obligation on services to take steps to ad- 
dress these harms in order to comply with 
their regulatory duties. 

The same concerns arise here. The 
metaverse is mentioned in volume 3 in rela- 
tion to exposure to porn (7.1.13). Ofcom 
identifies the risks arising from Gen AI (par- 
ticularly the links between immersive envi- 
ronments and bullying, vol 3, para 7.5.60) 
and its links to both eating disorder content 
(7.3.57) and bullying (7.5.87). Ofcom notes 
that children are early adopters of new tech- 
nologies and “gen AI models can present a 
risk of harm to children”, para 7.14.22). 

https://hansard.parliament.uk/lords/2023-05-25/debates/619A6A9E-6D1F-4007-8171-C00A2BB0B01D/OnlineSafetyBill#contribution-B5755BF8-F553-4F0A-A7A0-6AAC7E056466


 

 

 It is also noted as a risk factor in relation to 
search, “as these tools can both return in- 
dexed results, as described above, and gen- 
erate novel content in response to prompts, 
which could be considered harmful to chil- 
dren.” (7.10.5) See also para 7.14.27 for a 
full summary of the evidence available of the 
risks GenAI pose to children. We look specifi- 
cally at GenAI in our case study provided in 
response to question 4-7 above. 

Despite this, Ofcom concludes that “the evi- 
dence base for children’s interaction with 
genAI will be limited” and does not suggest a 
corresponding measure. 

 

 
Size of platforms 

Despite the children’s code duties applying to all 
services (if they are likely to be accessed by chil- 
dren), regardless of size, Ofcom’s recommended 
measures in the codes of practice do not apply 
equally to all of them. Instead, as in the illegal 
harms consultation, they are differentiated accord- 
ing to size and then differentiated further based on 
the services’ own risk assessments. 

Ofcom’s tear sheet sets out “at a glance” its pro- 
posals and who they apply to. The explainer Ofcom 
published towards the end of the illegal harms con- 
sultation stressed (again) the iterative nature of the 
codes. As with their chosen approach to mitigating 
measures, we are concerned that this means a 
“lowest-common denominator” baseline for the 
codes when they come into force – and one which 
in many areas may even risk weakening existing 
protections. 

We also do not think that Ofcom’s approach to pro- 
portionality and size is justified by the legislative 
framework nor reflects the intention of Parliament. 

At the risk of repeating ourselves, we set out our 
concerns again with reference to material from the 
children’s consultation proposals. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/proposed-codes-at-a-glance.pdf?v=336047


 

 

 Parliamentary debate 

Throughout the development of the Bill, Govern- 
ment Ministers were at pains to stress that all plat- 
forms would be covered by the duties relating to 
protection of children. Here, for example, is former 
DCMS Minister Chris Philp at the Second Reading of 
the Bill in the Commons in April 2022: “all plat- 
forms, regardless of size, are in scope with regard to 
content that is illegal and to content that is harmful 
to children. (Hansard link here) 

As we can see from the duties in the Act above, 
there is much stress on “proportionate” measures – 
which Government Ministers, in Parliament, were 
also at pains to emphasise when challenged on the 
number of businesses that were potentially within 
scope of the legislation. 

For example, Lord Parkinson – in response to an 
amendment proposed by Baroness Fox, to exempt 
small services – said the following at Lords Commit- 
tee stage: 

“My Lords, I am sympathetic to arguments 
that we must avoid imposing disproportion- 
ate burdens on regulated services, but I can- 
not accept the amendments tabled by the 
noble Baroness, Lady Fox, and others ..... The 
current scope of the Bill reflects evidence of 
where harm is manifested online. There is 
clear evidence that smaller services can pose 
a significant risk of harm from illegal con- 
tent, as well as to children, as the noble Bar- 
oness, Lady Kidron, rightly echoed.… The Bill 
has been designed to avoid disproportionate 
or unnecessary burdens on smaller services 
… Ofcom’s guidance and codes of practice 
will set out how they can comply with their 
duties, in a way that I hope is even clearer 
than the Explanatory Notes to the Bill, but 
certainly allowing for companies to have a 
conversation and ask for areas of clarifica- 
tion, if that is still needed. They will ensure 
that low-risk services do not have to under- 
take unnecessary measures if they do not 
pose a risk of harm to their users.” 

https://hansard.parliament.uk/commons/2022-04-19/debates/F88B42D3-BFC4-4612-B166-8D2C15FA3E4E/OnlineSafetyBill
https://hansard.parliament.uk/lords/2023-02-01/debates/67BA25B1-DF5D-4B0A-9DA0-51246B0A8BD5/OnlineSafetyBill
https://hansard.parliament.uk/lords/2023-02-01/debates/67BA25B1-DF5D-4B0A-9DA0-51246B0A8BD5/OnlineSafetyBill


 

 

 Despite that recognition, it is also clear that propor- 
tionality was not intended as a vehicle to undercut 
protection; rather it acknowledged the need to rec- 
ognise the risk of harm posed by the service. 

We discussed in our previous response the intersec- 
tion with the Parliamentary debates on categorisa- 
tion of services, in particular where the threshold 
would be set for “category 1” services with respect 
to their extra duties. This is not relevant to the chil- 
dren’s consultation - the child access assessment is 
the prerequisite for compliance with the children’s 
safety duties - but the arguments put forth there 
still apply to the decisions being made about differ- 
ential duties for services within the children’s codes 
of practice: 

“I will say more clearly that small companies 
can pose significant harm to users—I have 
said it before and I am happy to say it 
again—which is why there is no exemption 
for small companies… All services, regardless 
of size, will be required to take action 
against illegal content, and to protect chil- 
dren if they are likely to be accessed by chil- 
dren. This is a proportionate regime that 
seeks to protect small but excellent plat- 
forms from overbearing regulation.” (Lord 
Parkinson at Lords Report Stage 19 July 
2023) 

We see below that – by mirroring the proposals 
from the illegal harms consultation in the children’s 
consultation – Ofcom is indeed, from the outset of 
the regulatory regime, giving small companies many 
excuses for not dealing with illegal content as well 
as content harmful to children. 

Ofcom’s proposals 

Ofcom says in its summary document: “We recog- 
nise that the size, capacity, and risks of services dif- 
fer widely, and we therefore do not take a one-size- 
fits-all approach. Instead, we have set out what 
types of service we think should use specific safety 
measures to comply with their duties, with the most 
extensive expectations on the riskiest services.” 

https://hansard.parliament.uk/lords/2023-07-19/debates/63B4EB59-CF63-4E1D-8C6E-6D1901175AE1/OnlineSafetyBill
https://hansard.parliament.uk/lords/2023-07-19/debates/63B4EB59-CF63-4E1D-8C6E-6D1901175AE1/OnlineSafetyBill
https://hansard.parliament.uk/lords/2023-07-19/debates/63B4EB59-CF63-4E1D-8C6E-6D1901175AE1/OnlineSafetyBill


 

 

 Yet, despite the very strong commitments from the 
Government, Ofcom is exempting small and/or sin- 
gle risk services from many of the measures in the 
codes on the grounds of proportionality and cost. 
This compounds the fact that these services are also 
in effect let off carrying out a robust risk assess- 
ment: if they don’t assess their own risk adequately 
(meaning risks might be under- assessed resulting in 
a lower risk classification for Ofcom’s framework), 
and they also don’t have to comply with all the 
measures in the codes, the small-but-risky services 
will not be required to address the children’s safety 
duties appropriately. Ofcom do acknowledge how- 
ever that “Our framework for defining the kinds of 
services in scope of each measure, including with 
reference to size and risk thresholds, is broadly simi- 
lar to that adopted for our Illegal Harms Consulta- 
tion. We have not yet processed all responses to 
our 2023 Illegal Harms Consultation and it is possi- 
ble that in light of these responses we may make 
adjustments to this framework in future.” (14.51) 

The definition of large companies is the same in 
both the illegal harms and children’s proposals; 
equivalent to the DSA definition VLOPs – 7 million 
monthly users in the UK (vol 4, 14.57). Ofcom goes 
on to say that “Our proposed definition of a large 
service captures services with the widest reach 
among UK children. Nevertheless, we recognise that 
the size of the total UK user base is not a precise 
proxy for the number of children using a service, 
which services are generally less able to measure 
accurately and robustly”. Reliance on a numerical 
perspective is problematic. Using either profitability 
or the size of the user base to define risk of harm 
excludes from mitigating action the types of harm 
that minority or intersectional groups might experi- 
ence from smaller sites that are designed to target 
them and overlooks the potential severity of that 
harm to individuals. 

“But the Act is equally clear that we must 
take account of the size and capabilities of 
the wide range of services in scope of the 
protection of children duties. These vary 
enormously and therefore we have not 
taken a one-size-fits-all approach. Measures 



 

 

 that are appropriate and proportionate for 
the biggest and riskiest services may not be 
achievable for smaller and less risky firms, 
and when applied broadly they could lead 
smaller services to withdraw from the UK or 
reduce investment. Where this hampers 
competition and innovation, this can reduce 
the benefits of online life for all users, in- 
cluding children. For this reason, we have 
proposed different measures according to 
the level of risk posed by services, their size 
and resources. We propose that all services 
accessed by children – regardless of their 
size or risk – implement a core set of 
measures to protect children online. We pro- 
pose additional measures for services that 
pose a greater risk of harm to children, rec- 
ommending costly measures for smaller ser- 
vices only where there is clear risk of harm 
and where we have evidence that the 
measures proposed will make a material dif- 
ference in dealing with this risk. Larger and 
better-resourced services that pose the most 
material risks to many children will be ex- 
pected to go even further (3.18 & 3.19) 

Elsewhere, Ofcom’s justification for a differential 
obligation between small and large companies 
seems based on what they do already (e.g. large 
companies do more already) and the impact of the 
harmful consequence. This is a quantitative assess- 
ment of harm - how many people are harmed, not 
how badly they are hurt, and therefore is not well 
framed to assess the impact of small, single issue 
services. (We note above how the severity of harm 
is not taken into consideration in the proportionality 
assessment.) 

Placing low governance obligations on smaller com- 
panies does not make sense when many of these 
obligations are affecting basic principles for com- 
pany or service operation (e.g. guidance on how to 
apply community guidelines, or on training modera- 
tors). The response from smaller companies may be 



 

 

simpler, to take account of the size and lack of com- 
plexity of their operation, but the basic principles 
still remain. 

The only measures in the children’s codes of prac- 
tice that apply to all U2U services (annex 7) or all 
search services (annex 8), regardless of risk or size, 
are the same as those that applied to all services in 
the illegal harms codes (both references given be- 
low) 

 

Children’s 
code Ref 

Illegal 
harms 
ref 

Measure 

User-to-user code 

GA2 3B  
Named person accountable 
to the most senior govern- 
ance body. 

CM1 4A  
Content moderation sys- 
tems or processes designed 
“swiftly take action” against 
content harmful to children 

 
UR1-UR4 

 
5A-H) 

 
Measures relating to report- 
ing and complaints 

 
TS1 & TS2 

 
6A&B 

 
Terms of service measures 

  
NA 

 
The age assurance 
measures apply to “all user- 
to-user services” based on 
whether they host or do not 
prohibit Primary Priority 
Content or Priority Content 

Search code 



 

 

  
GA2 3B  

Named person accountable 
to most senior governance 
body 

 

SM1 4A  
Systems and processes de- 
signed to take appropriate 
action” on PPC, PC or NDC 

 

UR1-3 & 5 5 A-H  
7 of the 9 measures relating 
to reporting and complaints 

 

 
TS1 & TS2 

 
6A&B 

 
Publicly available state- 
ments 

 

We refer Ofcom back to our previous submission for 
our analysis of how the differentiation of size and 
risk plays out in relation to the measures. 

Evidence 

What is marked in this consultation compared to 
the previous one, is that Ofcom provides its own 
commentary on the evidence of the risks posed by 
small and niche sites - though it does not work this 
through to specific measures and/or the extension 
of other measures intended only for larger sites. 

 
For example: 

“Smaller services can pose a particular risk of 
harm because they may be more focused on 
niche interests or topics and can therefore 
present a higher risk of encountering harm- 
ful content, if these topics are likely to con- 
tain content harmful to children. Smaller ser- 
vices may also have fewer resources availa- 
ble to moderate content, and therefore pre- 
sent a higher risk of hosting harmful content. 
For example, evidence suggests that content 
promoting suicide and self-harm can be 
shared within online communities, some of 



 

 

 which exist on smaller, more niche services. 
Refer to Section 7.2 and 7.3 on Suicide and 
self harm content and Eating disorder con- 
tent for more detail.” (7.14.13) 

 
“There is evidence that niche online services 
can contain far more abuse (including hate- 
ful activity) than mainstream services, de- 
spite these services attracting far fewer us- 
ers. The research suggests that some com- 
munities, and even entire services, are 
‘deeply hateful’; that the Terms of Use for 
these services are ‘more lax’ than main- 
stream services, and do not explicitly pro- 
hibit hate speech. Comparison of hate con- 
tent within these services, and more main- 
stream ones, found that while even in the 
more extreme parts of the internet not all 
posts are hateful, the level of hate is signifi- 
cantly higher than in mainstream services.” 
(7.4.31) 

 
“Although there is a lack of evidence on chil- 
dren’s use of these smaller niche services, 
there is a risk that children might encounter 
hate content on large social media services, 
and then be led to smaller, niche services 
with higher volumes of hate content and 
therefore higher risk of harm. Our Illegal 
Harms Register (Section 6F.32) notes that 
‘perpetrators of hate offences’ tend to use 
services with large and small user bases in 
different ways. Research has found that 
some potential perpetrators are incentivised 
to maintain a presence on larger mainstream 
social media services, where they build their 
network further with new users, attracting 
them with ‘borderline’ hate content (such as 
by sharing incendiary news stories and pro- 
vocative memes). These networks of users 
are then directed towards less-moderated 
services. In these spaces, users discuss and 
share hate content more openly.“ (7.4.32, 
also 7.4.26 and 7.4.27) 



 

 

 
As we flagged in our illegal harms consultation, 
there is increasing evidence of the direct offline 
harm caused by dedicated, single-risk sites. For ex- 
ample: 

• groupings of providers that do not have a 
distinct legal form or are shell companies 
and therefore can reconstitute themselves 
as different sorts of legal entities with differ- 
ent URLs or websites (eg marketplaces for 
suicide methods that are repeatedly taken 
down and re-emerge, evading regulatory in- 
tervention;  here and here); 

• small sites that have a single purpose that is 
extremely harmful to some groups, often 
with targeting of individuals - eg revenge 
porn collector sites (for example, here and 
here); 

• dedicated hate and extremism sites, such as 
those researched in relation to inceldom by 
CCDH here and covered in this Parliamentary 
submission; far-right ideologies investigated 
by Hope Not Hate here and here; and ex- 
tremism in this ISD report. 

In relation to the concern about small suicide sites 
and message forums that sit behind URLs, the ICO 
has had to cope with some of this in the UK with 
cold calling companies going into insolvency the 
moment the ICO goes after them with regulatory 
measures (in the ICO's case mainly fines) but then 
the person behind the company pops up again with 
another company and carries on doing the same 
thing. You could have a forum that then changes its 
name slightly but has the same people behind it. 
Who is the provider (see s 226(3) on this) and more 
specifically can Ofcom keep a track of them? The 
enforcement plan does not seem to consider this is- 
sue (and that of ‘refusenik’ sites) in general. We 
have recently published a blog post on this issue 
specifically. 

The differential requirements relating to even core 
expectations such as content moderation is surpris- 
ing given how central this function is to the duties in 
the Act – and how its under-resourcing in even the 
largest platforms has been evidenced to cause 

https://www.bbc.co.uk/news/uk-67374129
https://futurism.com/google-website-suicides
https://thelordofporn.com/top-3-alternative-sites-to-gf-revenge
https://counterhate.com/research/incelosphere/#about
https://committees.parliament.uk/writtenevidence/124930/pdf/
https://committees.parliament.uk/writtenevidence/124930/pdf/
https://hopenothate.org.uk/2023/09/27/making-space-for-hate/
https://hopenothate.org.uk/2023/09/27/making-space-for-hate/
https://www.isdglobal.org/wp-content/uploads/2023/12/ISD-Im_Toten_Winkel_3-EN-v3-digitial.pdf
https://www.onlinesafetyact.net/analysis/dedicated-discussion-forums-and-the-online-safety-act-the-case-of-suicide/


 

 

 harm. We refer Ofcom here to the evidence we pre- 
viously provided from US court filings and from Re- 
vealing Reality. We also refer to the extracts from 
the X/Twitter Australian transparency elsewhere in 
this response.. 

The way Ofcom applies its risk assessment approach 
focuses on size and number of risks but not on the 
severity of risks, which allows the small, niche sites 
to slip through the net. The risk assessment process, 
as we have described above, is too focused on cor- 
porate risks and managing external reputational is- 
sues, with governance requirements related to the 
type of information they should be assessing, in 
what form. There is no requirement to look at test- 
ing or risk assessment of the actual impact of the 
products or services that they are responsible for. 
Furthermore, many of the governance requirements 
are only applied to larger platforms. 

Recommendation 

We recommend that Ofcom review its definition of 
proportionality to ensure that all services, regard- 
less of size, are required to take measures that will 
address the risks they have identified in their risk as- 
sessment if they correspond to one or more of the 
risks set out in the risk register. We also recommend 
that Ofcom remove the differentiation based on 
size that it has applied to the specific measures rec- 
ommended in the codes of practice and require ser- 
vices instead to decide on – and justify to Ofcom – 
whether their adoption of these measures is pro- 
portionate to the risks posed by their services. 

We refer back to the recommendation we propose 
for addition to the draft codes as we recommend 
that this applies to all services regardless of size. 

 

 
Safety by Design 

With specific reference to measures that could be 
seen as touching on “safety by design” (including 
written statements of responsibilities or expecta- 
tions of product testing), Ofcom makes an upfront 

https://storage.courtlistener.com/recap/gov.uscourts.nmd.496039/gov.uscourts.nmd.496039.36.1.pdf%20p180
https://revealingreality.co.uk/wp-content/uploads/2023/06/Revealing-Reality_Anti-social-Media_06-06-23.pdf
https://revealingreality.co.uk/wp-content/uploads/2023/06/Revealing-Reality_Anti-social-Media_06-06-23.pdf


 

 

 judgement that these can only be reasonably ex- 
pected of large or multi-risk companies – thereby 
undercutting at the outset the overarching legisla- 
tive objective in the Act. 

Significantly, in the proposals set out on governance 
in volume 4, Ofcom - in a proposal that it acknowl- 
edges “mirrors an equivalent one in the illegal 
harms consultation” (para 11.89) - sets out that a 
written statement of responsibilities for senior 
members of staff would: 

“include ownership of decision-making and 
business activities that are likely to have a 
material impact on children’s online safety 
outcomes. Examples include senior-level re- 
sponsibility for key decisions related to the 
management of risk on the front, middle and 
back ends of a service. This would include 
decisions related to the design of the parts 
of a product that users interact with (includ- 
ing how user behaviour or behavioural bi- 
ases have been taken into account), how 
data related to children’s online safety is col- 
lected and processed, and how humans and 
machines implement trust and safety poli- 
cies. Depending on a service’s structure, key 
responsibilities in children’s online safety 
may fall under content policy, content de- 
sign and strategy, data science and analytics, 
engineering, legal, operations, law enforce- 
ment and compliance, product policy, prod- 
uct management or other functions.” (Vol 4, 
11.87) 

However, as with the illegal harms consultation, this 
statement of responsibilities is only recommended 
for large or multi-risk services despite the acknowl- 
edgment that “decision-making and business activi- 
ties are likely to have a material impact on user 
safety outcomes”, which goes to the heart of safety 
by design. 

Indeed, as we set out below, the Government’s Im- 
pact Assessment makes reference to the fact that 
building in safety by design is a way for smaller plat- 
forms to reduce regulatory compliance costs. Ofcom 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/vol4-assessing-risks-of-harms-to-children-online.pdf
https://assets.publishing.service.gov.uk/media/6231dc9be90e070ed8233a60/Online_Safety_Bill_impact_assessment.pdf
https://assets.publishing.service.gov.uk/media/6231dc9be90e070ed8233a60/Online_Safety_Bill_impact_assessment.pdf


 

 

 itself has recognised that smaller providers are likely 
to have less complex systems which would suggest 
safety by design would be - in process terms - less 
complex than for larger operators. 

Ofcom also only makes a few brief references to 
product safety testing, which we would include as a 
component of an overall “safety by design” ap- 
proach. In Volume 3, Ofcom says: “Our goal is that 
services prioritise assessing the risk of harm to users 
(especially children) and run their operations with 
user safety in mind. This means putting in place the 
insight, processes, governance and culture to put 
online safety at the heart of product and engineer- 
ing decisions.” (Vol 3, 9.8). 

Then, in a table suggesting a number of “enhanced 
inputs” to help companies build up their “risk as- 
sessment evidence base”, “results of product test- 
ing” are included: 

“We use ‘product’ as an all-encompassing 
term that includes any functionality, feature, 
tool, or policy that you provide to users for 
them to interact with through your service. 
This includes but is not limited to whole ser- 
vices, individual features, terms and condi- 
tions (Ts&Cs), content feeds, react buttons 
or privacy settings. By ‘testing’ we mean ser- 
vices should be considering any potential 
risks of technical and design choices, and 
testing the components used as part of their 
products, before the final product is devel- 
oped. We recognise that services, depending 
on their size, could have different employees 
responsible for different products and that 
these products are designed separately from 
one another.” (Table 9.5) (Our emphasis) 

This is an “enhanced input”: an expectation for 
larger services only. Ofcom’s rationale for this dis- 
tinction between “core” and “enhanced” inputs is: 
“All else being equal, we will generally expect ser- 
vices with larger user numbers to be more likely to 
consult the enhanced inputs (unless they have very 
few risk factors and the core evidence does not sug- 
gest medium or high levels of risk). This is because 



 

 

 the potential negative impact of an unidentified (or 
inaccurately assessed) risk will generally be more 
significant, so a more comprehensive risk assess- 
ment is important. In addition, larger services are 
more likely to have the staff, resources, or specialist 
knowledge and skills to provide the information, 
and are more likely to be the subject of third-party 
research.” (Vol 3, 9.113) 

This therefore means that not only is product test- 
ing to ensure user safety not expected of smaller 
companies, it is not something that Ofcom feels 
should be carried out as part of a risk assessment to 
inform the measures that smaller services might 
feel they need to take in order to make their prod- 
ucts safe. Implicitly in this, Ofcom is seeing severity 
of harm as being about the number of people af- 
fected, not the severity of harm caused, an ap- 
proach which is not necessarily mandated by the 
Act but which occurs repeatedly throughout the 
consultation. 

This seems to run counter to a “safety by design” 
approach. It is in marked contrast to the approach 
of the CMA and the ICO who suggest in a joint paper 
that testing is key to prevent harmful design in 
choice architecture; the paper notes that there are 
different ways of testing. The resources available to 
a service provider could thus inform the sort of test- 
ing rather than the question of whether service pro- 
viders should test. 

Age assurance measures (Section 15) 

31. Do you agree with our proposal to 
recommend the use of highly effective 
age assurance to support Measures 
AA1-6? Please provide any infor- 
mation or evidence to support your 
views. 

a) Are there any cases in which HEAA 
may not be appropriate and propor- 
tionate? 

Confidential? –N 

We note that in the children’s Summary document 
(p13 onwards), Ofcom sets out the “safer platform 
design choices” that it is consulting on: 

 
“We are also proposing a range of safety 
measures that focus on service providers en- 
suring they make foundational design 
choices, so children have safer online experi- 
ences. 

https://ico.org.uk/about-the-ico/media-centre/news-and-blogs/2023/08/ico-and-cma-harmful-online-design-encourages-consumers-to-hand-over-personal-information/
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/summary-of-consultation.pdf


 

 

b) In this case, are there alternative 
approaches to age assurance which 
would be better suited? 

32. Do you agree with the scope of the 
services captured by AA1-6? 

33. Do you have any information or 
evidence on different ways that ser- 
vices could use highly effective age as- 
surance to meet the outcome that 
children are prevented from encoun- 
tering identified PPC, or protected 
from encountering identified PC under 
Measures AA3 and AA4, respectively? 

34. Do you have any comments on our 
assessment of the implications of the 
proposed Measures AA1-6 on chil- 
dren, adults or services? 

a) Please provide any supporting in- 
formation or evidence in support of 
your views. 

35. Do you have any information or 
evidence on other ways that services 
could consider different age groups 
when using age assurance to protect 
children in age groups judged to be at 
risk of harm from encountering PC? 

 
These cover three broad topics: 
• understanding which users are children so 
that those children can be kept safe; 
• ensuring recommender systems do not op- 
erate to harm children; and 
• making sure content moderation systems 
operate effectively. 

 
With the exception of the proposals around the rec- 
ommender systems (which is welcome), these top- 
ics - and the measures related to them which we 
discuss below - do not go much further than the ex- 
post measures Ofcom set out in the illegal harms 
consultation. In fact, two-thirds of the 36 measures 
recommended for U2U platforms, and all but one of 
the 24 measures for search services, are the same 
or equivalent versions. 

 
Age assurance - e.g. keeping children off platforms - 
is a tool to prevent harm but not a “safety by de- 
sign” choice that fundamentally changes the plat- 
form itself for all users, whether they are children or 
not. We refer Ofcom here to the analysis by 5 
Rights/Children’s Coalition of the age assurance pro- 
posals. Content moderation is about dealing with 
content that is already posted rather than address- 
ing the system which it flows over. 

 
In the Proposed codes at a glance, the description of 
measures highlights how they are limited to cutting 
off access to the service to children (by age assur- 
ance) for PPC content and some PPC, then to cut off 
access at more granular content level using age as- 
surance, then to use age verification to assess rec- 
ommender system usage, plus content moderation. 
This is not safety-by-design but the application of 
safety tech on top of a system that is deemed to be 
harmful to the users that the regulatory framework 
is designed to protect (and at a higher level than 
adult users, too). 

 
On the age assurance proposals specifically, we 
note that Ofcom’s proposals here are the same as 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/proposed-codes-at-a-glance.pdf


 

 

 those set out in their consultation on the part 5 du- 
ties for pornography providers. This is good in terms 
of consistency of approach and in ease of regulatory 
enforcement. As such, the analysis we provided to 
Ofcom’s consultation on those duties applies and 
we provide the relevant sections in full below in the 
evidence section. 

 
We make here a few observations of some of the - 
perhaps unintended - consequences of Ofcom’s de- 
cision to place so much weight by the age assurance 
measures to provide protection of children and not 
(as we have argued above) to ensure that all the 
other aspects of regulatory compliance are as ro- 
bust as possible. 

 

 
• There is no requirement to do this for illegal 

content, just for content that is designated 
as Primary Priority Content (PPC) or Priority 
Content (PC) or non-designated content 
(NDC). This means that sites that might be 
primarily set up for disseminating illegal con- 
tent don’t need to keep children off (though 
it is arguable whether they would comply 
with any of the regulatory requirements any- 
way) unless illegal content is seen as also 
falling within the categories of content 
harmful to children. However, this does beg 
the question as to whether it would be bet- 
ter for small, high-harm platforms to be sub- 
ject to age-gating rather than for Ofcom to 
be attempting to manage the content via 
risk registers and related measures. 

• Ofcom has not attempted to introduce 
measures that would take into consideration 
the different age groups of children who 
might be on platforms and how harm mani- 
fests itself according to age, although some 
of this is described in the risk register. 
Ofcom says that this is difficult, though it 
would seem that the bigger platforms are al- 
ready very well aware of the ages of children 
on their platforms to a fairly precise degree 
of accuracy. See Arturo Bejar from 36 mins 

https://www.onlinesafetyact.net/uploads/20240305-ofcom-part-5-response-final.pdf
https://www.onlinesafetyact.net/uploads/20240305-ofcom-part-5-response-final.pdf


 

 

 here where he mentions “talking to regula- 
tors in the UK” and being aware that: “Social 
media companies .. particularly Meta .. mis- 
represent what they are able to do. For ex- 
ample, they talked about their inability to 
detect under-13 accounts … It’s not that hard 
to find an account that an 8 year old makes. 
These are all problems that are solvable.” If 
platforms know the age of their users, it 
should be possible for them to introduce dif- 
ferent measures for those different users. It 
appears here - as Bejar suggests - that 
Ofcom is taking at face value platforms de- 
scribing what they are doing now, without 
looking at what the capacity of age-verifica- 
tion might be - if properly applied, as re- 
quired under the Act. 

• There is a flaw too in using age gating as the 
means to prevent harm in otherwise ano- 
dyne or relatively risk-free environments. If, 
for example, the service is a small gaming 
platform that might have instances of severe 
harm but not in large quantity or on a large 
scale, then its requirements under the age 
assurance duties will mean that those in- 
stances of severe harm will not get ad- 
dressed. Eg Volume 4, 12.50: “However, for 
the avoidance of doubt, we expect that any 
service with more than 1 million (or between 
100,000 and 1 million) monthly UK child us- 
ers would need a range of robust evidence 
to demonstrate that it does not in fact pose 
high (or medium) risk of harm to children in 
respect of a given kind of content.” 

• Related to this, an obligation/dependency 
on age verification potentially means that 
the quality of the service providers’ risk as- 
sessments are secondary - eg if children 
aren’t on the platform, then they don’t need 
to keep monitoring risks. 

• There is also the question as to what hap- 
pens if the percentage of content that is 
“principal purpose” is just below the thresh- 
old designated for age assurance measures 
to prevent children’s access. 

https://www.youtube.com/watch?v=pATZdsa4WdM


 

 

 Evidence 

 
We include here the main points we made with re- 
gard to Ofcom’s similar approach in the part 5 guid- 
ance for pornography service providers. We also re- 
fer to the submissions from children’s charities, par- 
ticularly 5 Rights and NSPCC on this topic. 

 
With regard to the principles-based approach, we 
noted that Ofcom does not provide sufficient crite- 
ria by which it will measure those outcomes and/or 
the providers’ compliance with their duties. Ofcom 
put forward arguments about the “nascent” age 
verification industry (see above, though we also 
note age verification in some form or other has 
been required under the Communications Act for 
more than a decade) which they said justify not hav- 
ing an output level score (especially in relation to 
technical accuracy). There is a difference between 
recommending a particular tool (which Ofcom in 
our opinion rightly is not doing, both in the part 5 
guidance and these proposals) and measuring effec- 
tiveness of any tool. If the concern is that any one 
tool could not be effective enough, techniques 
could be used in combination with other tools. 
Ofcom’s narrow approach means that it is preclud- 
ing the potential effectiveness of combinations of 
techniques that might lead to the same outcome. 

 
We note that Ofcom provides criteria describing dif- 
ferent aspects of effectiveness. While we agree with 
these aspects, they do not in themselves provide a 
definition for highly effective. While we appreciate 
that there may be challenges in specifying a metric 
by which to judge “highly effective” age assurance 
technologies, there would be no reason why Ofcom 
could not specify a metric for each of their criteria 
that would indicate that the method adopted – 
and/or the implementation and enforcement of 
that method – by the regulated provider is “highly 
effective”. If, in practice, the application of that age 
assurance method falls below the metric specified, 
the written record could then be used by Ofcom to 
determine whether providers had used their best 
efforts and/or acted in good faith to ensure its ef- 
fective implementation and identify those providers 



 

 

 who had done neither. Ofcom however say that 
they are not doing “setting a base level for score” so 
because of the “nascent” age assurance industry 
and because they want to “allow space for im- 
portant innovation in the safety tech sector”. In our 
view, metrics related to Ofcom’s criteria (rather 
than types of technology) would not preclude inno- 
vation in this field. 

 
Recommendation 

 
We would suggest that Ofcom looks again at the 
definition of “highly effective” and also, in light of 
Arturo Bejar’s comments, uses their information- 
gathering powers as a priority to understand what is 
already technically feasible for the companies with 
regard to age assurance and updates the measures 
in their next iteration of the codes accordingly 

Content moderation U2U (Section 16) 

36. Do you agree with our proposals? 
Please provide the underlying argu- 
ments and evidence that support your 
views. 

37. Do you agree with the proposed 
addition of Measure 4G to the Illegal 
Content Codes? 

a) Please provide any arguments and 
supporting evidence. 

Confidential? – N 

Response: We cover this in relation to our general 
responses to the codes of practice (and the 
measures recommended) and differential approach 
to large and small sites, based on cost and size. We 
also refer to the analysis at annex A. 

 

 
We would also make this point from the perspective 
of VAWG-related harms: 

It is a significant concern that there are no measures 
requiring services use some form of automated con- 
tent moderation, particularly for large or multi-risk 
services. Whilst the Codes set out what companies 
must do in response to harmful content, they are 
much less clear about how this content should be 
identified in the first place. There is a significant risk 
that this will enable services, particularly those who 
are looking to take a ‘hands-off’ approach to moder- 
ation, to avoid putting proactive systems in place. 

https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf


 

 

 Human moderation alone will not be able to effec- 
tively assess whether content is PPC or PC at the 
scale and speed required. This means that there is a 
real risk that misogynistic material, as well as other 
harmful content which disproportionately impacts 
girls, will not be meaningfully identified and re- 
moved / hidden / downranked. 

Search moderation (Section 17) 

38. Do you agree with our proposals? 
Please provide the underlying argu- 
ments and evidence that support your 
views. 

39. Are there additional steps that ser- 
vices take to protect children from the 
harms set out in the Act? 

a) If so, how effective are they? 

40. Regarding Measure SM2, do you 
agree that it is proportionate to pre- 
clude users believed to be a child from 
turning the safe search settings off? 

The use of Generative AI (GenAI), see 
Introduction to Volume 5, to facilitate 
search is an emerging development, 
which may include where search ser- 
vices have integrated GenAI into their 
functionalities, as well as where 
standalone GenAI services perform 
search functions. There is currently 
limited evidence on how the use of 
GenAI in search services may affect 
the implementation of the safety 
measures as set out in this code. We 
welcome further evidence from stake- 
holders on the following questions 
and please provider arguments and 
evidence to support your views: 

41. Do you consider that it is techni- 
cally feasible to apply the proposed 
code measures in respect of GenAI 

Confidential? – N 

Response: We cover this in relation to our general 
responses to the codes of practice (and the 
measures recommended). We also refer to the anal- 
ysis at annex A. 

https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf


 

 

functionalities which are likely to per- 
form or be integrated into search 
functions? 

42. What additional search modera- 
tion measures might be applicable 
where GenAI performs or is integrated 
into search functions? 

 

 

User reporting and complaints (Section 18) 

43. Do you agree with the proposed 
user reporting measures to be in- 
cluded in the draft Children’s Safety 
Codes? 

a) Please confirm which proposed 
measure your views relate to and ex- 
plain your views and provide any argu- 
ments and supporting evidence. 

b) If you responded to our Illegal 
Harms Consultation and this is rele- 
vant to your response here, please 
signpost to the relevant parts of your 
prior response. 

44. Do you agree with our proposals 
to apply each of Measures UR2 (e) and 
UR3 (b) to all services likely to be ac- 
cessed by children for all types of 
complaints? 

a) Please confirm which proposed 
measure your views relate to and ex- 
plain your views and provide any argu- 
ments and supporting evidence. 

b) If you responded to our Illegal 
Harms Consultation and this is rele- 
vant to your response here, please 
signpost to the relevant parts of your 
prior response. 

45. Do you agree with the inclusion of 
the proposed changes to Measures 
UR2 and UR3 in the Illegal Content 
Codes (Measures 5B and 5C)? 

Confidential? – N 

Response: We cover this in relation to our general 
responses to the codes of practice (and the 
measures recommended) and the differential ap- 
proach to large and small sites, based on cost and 
size. We also refer to the analysis at annex A. 

 
We would also make this point from the perspective 
of VAWG-related harms: The proposals on user re- 
porting and complaints put much burden on chil- 
dren to provide the evidence for platforms to take 
action on harmful content. We note that Ofcom is 
seeking additional evidence in relation to user re- 
porting: we would urge them in this regard to in- 
clude a measure or recommendation in the codes of 
practice to use Trusted Flaggers. Trusted Flaggers 
with expertise in this online VAWG could strengthen 
reporting systems and ensure the onus is not on 
children to report harm. 

 
We also note that much of the burden is passed to 
children in terms of managing their own safety. 
Ofcom notes the evidence that “Children in particu- 
lar are often dissuaded from reporting content or 
complaining, as they do not think anything will 
come of their complaint. Our research into chil- 
dren’s attitudes to reporting echoes this finding, 
and suggests that if children receive no update on 
the outcome of their complaints, they do not be- 
lieve they have been taken seriously.” (7.11.43) 

https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf


 

 

a) Please provide any arguments and 
supporting evidence. 

There is lots of evidence further cited on this issue, 
including how delays in removing reported accounts 
can exacerbate harms to children. 

Later. at 7.11.53, Ofcom notes: “Some children use 
the available tools to protect themselves online, 
such as blocking content or blocking accounts, alt- 
hough use remains low, possibly due to the reasons 
set out in the ‘User reporting and complaints’ sub- 
section.” 

While measures relating to simplifying reporting 
and complaints are welcome - particularly given the 
evidence as to the inadequacy of the processes cur- 
rently used - there is no requirement on, or means 
by which to incentivise, services’ improvements in 
this area nor are any metrics required to be col- 
lected on the types and volumes of reports. Moreo- 
ver, in relation to networks of accounts that are 
generating the most complaints from children, 
there is no obligation on companies to track this 
and take action (such as disrupting or blocking 
them) in response to the levels of complaints re- 
ceived from children. Ofcom would not have had to 
come up with a specific measure but instead put an 
obligation on companies to devise appropriate met- 
rics that were context- and business-specific, use 
the information this provided as part of the suite of 
inputs to their risk assessment and devise a mitiga- 
tion measure accordingly. Transparency reporting 
and researcher access to data are other comple- 
mentary routes to this and should be considered by 
Ofcom in building its evidence base. 



 

 

Terms of service and publicly available statements (Section 19) 

46. Do you agree with the proposed 
Terms of Service / Publicly Available 
Statements measures to be included 
in the Children’s Safety Codes? 

a) Please confirm which proposed 
measures your views relate to and 
provide any arguments and support- 
ing evidence. 

b) If you responded to our illegal 
harms consultation and this is relevant 
to your response here, please signpost 
to the relevant parts of your prior re- 
sponse. 

47. Can you identify any further char- 
acteristics that may improve the clar- 
ity and accessibility of terms and 
statements for children? 

48. Do you agree with the proposed 
addition of Measure 6AA to the Illegal 
Content Codes? 

a) Please provide any arguments and 
supporting evidence. 

Confidential? N 

Response: We cover this in relation to our general 
responses to the codes of practice (and the 
measures recommended) and the differential ap- 
proach to large and small sites, based on cost and 
size. We also refer to the analysis at annex A. 

Recommender systems (Section 20) 

49. Do you agree with the proposed 
recommender systems measures to 
be included in the Children’s Safety 
Codes? 

a) Please confirm which proposed 
measure your views relate to and pro- 
vide any arguments and supporting 
evidence. 

b) If you responded to our illegal 
harms consultation and this is relevant 
to your response here, please signpost 
to the relevant parts of your prior re- 
sponse. 

Confidential? – N 
 
 

Response: We cover this in relation to our general 
responses to the codes of practice (and the 
measures recommended) and the differential ap- 
proach to large and small sites, based on cost and 
size. We also refer to the analysis at annex A. 

 
From a safety by design perspective, we also note 
that the measures relating to the recommender sys- 
tem - while welcome and integral to a platform or 
service’s design - still relate largely to the content 
that flows over the system and that is promoted by 

https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf
https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf


 

 

50. Are there any intervention points 
in the design of recommender sys- 
tems that we have not considered 
here that could effectively prevent 
children from being recommended 
primary priority content and protect 
children from encountering priority 
and non-designated content? 

51. Is there any evidence that suggests 
recommender systems are a risk fac- 
tor associated with bullying? If so, 
please provide this in response to 
Measures RS2 and RS3 proposed in 
this chapter. 

52. We plan to include in our RS2 and 
RS3, that services limit the promi- 
nence of content that we are propos- 
ing to be classified as non-designated 
content (NDC), namely depressive 
content and body image content. This 
is subject to our consultation on the 
classification of these content catego- 
ries as NDC. Do you agree with this 
proposal? Please provide the underly- 
ing arguments and evidence of the rel- 
evance of this content to Measures 
RS2 and RS3. 

• Please provide the underlying argu- 
ments and evidence of the relevance 
of this content to Measures RS2 and 
RS3. 

its algorithm rather than the deployment of a rec- 
ommender system itself. The recommender sys- 
tem may not be a problem, per se: it’s how it’s de- 
signed, the values it incorporates and the way it is 
used by the service provider. The consultation also 
does not consider how recommender systems form 
part of the suite of incentives for content creation 
(see also our commentary on business models, be- 
low) and how being picked up by the algorithm is 
important for advertising revenue and other promo- 
tions. Moreover, it is relatively far down the design 
stack in terms of its impact. 

 
We have concerns here that this narrow approach 
will ultimately be a missed opportunity, resulting in 
piecemeal impacts on children with little shift in the 
culture of safety within companies and the overall 
safety of products used by children, particularly 
those in vulnerable groups with shared characteris- 
tics. 

 
In the introductory sections to volume 3 (risk regis- 
ter), Ofcom’s description of recommender systems 
highlights the problems: “The functionalities and 
characteristics we describe as risky are not inher- 
ently harmful and can have important benefits. For 
example, recommender systems benefit internet us- 
ers by helping them find content which is interest- 
ing and relevant to them. The role of the new online 
safety regime is not to restrict or prohibit the use of 
such functionalities or characteristics, but rather to 
get services to put in place safeguards which allow 
users to enjoy the benefits they bring, while manag- 
ing the risks appropriately.” (our emphasis) (vol 3, 
page 4) 

 
It is not clear what “safeguards” mean here. Is this 
post-hoc, after content has been created? If so, this 
is not “safety by design” - it implies that the recom- 
mender system will run as previously but overlaid 
with interventions to meet the measures required 
in the codes. In that regard, Ofcom’s approach does 
not fit with what is in the Act or in the risk register. 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/vol3-causes-impacts-of-harms-to-children.pdf?v=336052
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/vol3-causes-impacts-of-harms-to-children.pdf?v=336052


 

 

 In the next section, we also look at how the busi- 
ness model affects the creation and promotion of 
harmful content - intersecting with the recom- 
mender system in a way that is about system design 
choices as much as the motivation of the individual 
content creators. Ofcom describes this interplay in 
para 7.12.5: “The choice architecture of a service 
(i.e. the design of the choice environment in which a 
user is making decisions) can be designed to influ- 
ence or manipulate users into acting in ways that 
serve commercial interests but may be detrimental 
to individual or societal interests (e.g. spending time 
engaging with the service, in the case of advertising 
revenue models)” (our emphasis) 

User support (Section 21) 

53. Do you agree with the proposed 
user support measures to be included 
in the Children’s Safety Codes? 

a) Please confirm which proposed 
measure your views relate to and pro- 
vide any arguments and supporting 
evidence. 

b) If you responded to our Illegal 
harms consultation and this is relevant 
to your response here, please signpost 
to the relevant parts of your prior re- 
sponse. 

Confidential? N 
 
 

Response: We cover this in relation to our general 
responses to the codes of practice (and the 
measures recommended) and the differential ap- 
proach to large and small sites, based on cost and 
size. We also refer to the analysis at annex A. 

Search features, functionalities and user support (Section 22) 

54. Do you agree with our proposals? 
Please provide underlying arguments 
and evidence to support your views. 

55. Do you have additional evidence 
relating to children’s use of search ser- 
vices and the impact of search func- 
tionalities on children’s behaviour? 

56. Are there additional steps that you 
take to protect children from harms as 
set out in the Act? 

a) If so, how effective are they? 

Confidential? – N 
 
 

Response: We cover this in relation to our general 
responses to the codes of practice (and the 
measures recommended) and the differential ap- 
proach to large and small sites, based on cost and 
size. We also refer to the analysis at annex A. 

https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf
https://www.onlinesafetyact.net/uploads/annex-a-measures-table-children-s-update-2.pdf


 

 

As referenced in the Overview of 
Codes, Section 13 and Section 17, the 
use of GenAI to facilitate search is an 
emerging development and there is 
currently limited evidence on how the 
use of GenAI in search services may 
affect the implementation of the 
safety measures as set out in this sec- 
tion. We welcome further evidence 
from stakeholders on the following 
questions and please provide argu- 
ments and evidence to support your 
views: 

57. Do you consider that it is techni- 
cally feasible to apply the proposed 
codes measures in respect of GenAI 
functionalities which are likely to per- 
form or be integrated into search 
functions? Please provide arguments 
and evidence to support your views. 

 



 

 

Combined Impact Assessment (Section 23) 

58. Do you agree that our package of 
proposed measures is proportionate, 
taking into account the impact on chil- 
dren’s safety online as well as the im- 
plications on different kinds of ser- 
vices? 

Confidential? – Y / N 

As with the illegal harms consultation - and unsur- 
prising given that the children’s proposals so closely 
mirror them - Ofcom’s approach to proportionality 
is primarily economic: to avoid imposing costs on 
companies. While the OSA requires regulated ser- 
vices take a “proportionate” approach to fulfilling 
their duties, and recognises that the size and capac- 
ity of the provider is relevant, the Act also specifies 
that levels of risk and nature and severity of harm 
are relevant. Severity of harm is not just about how 
many people are affected either; it concerns the in- 
tensity of impact too. 

Yet, despite the express recognition of the harms 
for the risk register, when discussing the measures 
for the code neither aspect is expressly considered. 
This focus on costs and resources to tech companies 
is not balanced by a parallel consideration of the 
cost and resource associated with the prevalence of 
harms to users (for example, on the criminal justice 
system or on delivering support services for victims) 
and the wider impacts on society (particularly, for 
example, in relation to women and girls and minor- 
ity groups, or on elections and the democratic pro- 
cess). 

The assumption in the proportionality analysis that 
“small” means “less harm” due to less reach is also 
an issue, particularly given that it downplays the se- 
vere harm that can occur to minoritised groups on 
targeted, small sites. 

What the Act says 

There are 53 references to “proportionate” within 
the Act. While the Act defines proportionality (in re- 
lation to safety duties), Ofcom has not expressly 
stated how it is approaching the required balancing 
act; this may be in part because of the structure of 
the document whereby an analysis of harms sits in 
the risk register volume. It would be helpful for 
these issues to have been pulled through so it is 



 

 

 clear how Ofcom is weighting the harm and balanc- 
ing it against costs. 

It is our assessment that the Act, as drafted, does 
not direct Ofcom to take costs into account as the 
main driver of whether measures are proportionate 
or not but to make a judgement as to whether the 
recommendation of the measures itself is propor- 
tionate based on the kind or size of a service and 
the likely level of risk that those services pose, ac- 
cording to the functionalities that are identified in 
the risk assessment and also to weigh that against 
the severity of the harms also identified in the risk 
assessment (including the recognition that some of 
those harms might constitute an interference with 
individuals’ human rights). 

 
Parliamentary debate 

In the Lords Committee stage debate on 2 May, 
Lord Parkinson – the Government Minister – gave 
the following reassurances in relation to the child 
safety duties: 

“The provisions in the Bill on proportionality 
are important to ensure that the require- 
ments in the child-safety duties are tailored 
to the size and capacity of providers. It is 
also essential that measures in codes of 
practice are technically feasible. This will en- 
sure that the regulatory framework as a 
whole is workable for service providers and 
enforceable by Ofcom. I reassure your Lord- 
ships that the smaller providers or providers 
with less capacity are still required to meet 
the child safety duties where their services 
pose a risk to children. They will need to put 
in place sufficiently stringent systems and 
processes that reflect the level of risk on 
their services, and will need to make sure 
that these systems and processes achieve 
the required outcomes of the child safety 
duty. … 

The passage of the Bill should be taken as a 
clear message to providers that they need to 
begin preparing for regulation now—indeed, 



 

 

 many are. Responsible providers should al- 
ready be factoring in regulatory compliance 
as part of their business costs. Ofcom will 
continue to work with providers to ensure 
that the transition to the new regulatory 
framework will be as smooth as possible.” 
(Hansard 2 May col 1485) 

Ofcom’s proposals 

We have set out a lot of material in section 7, be- 
low, in relation to the judgements on “proportional- 
ity” that lead to differential obligations being placed 
on small and large services and do not propose to 
repeat them here. 

The following extracts are relevant here to demon- 
strate where costs are used as a means by which to 
judge proportionality though, on the basis of our 
reading of the two consultations, this seems to be 
less marked in the children’s consultation than in 
the illegal harms consultation. That said, given that 
the bulk of the recommended measures and their 
application based on size of company is rolled over 
from the illegal harms consultation, we have to as- 
sume the same economic criteria applies to those 
equivalent measures without any modification, 
even if it is not explicitly described as such in this 
second consultation. 

For example, 

“Impacts on services are an important con- 
sideration to ensure that more costly re- 
quirements are justified, even where they 
could negatively affect users. For example, if 
a high-cost burden on services reduces in- 
vestment in areas other than user safety or 
(in the most extreme cases) drives some ser- 
vices to stop operating in the UK, this means 
that both children and adults can no longer 
benefit from such services or new innova- 
tions. This does mean that services should 
not fulfil their duties to keep children safe 
because it is costly. Considering the cost im- 
pact on services aims to meet the child 
safety requirements under the Act without 
unduly undermining investment in high- 



 

 

 quality online services that UK users can en- 
joy, including children.” 

“At this stage we do not consider it propor- 
tionate to recommend this measure for ser- 
vices that are not multi-risk for content 
harmful to children. For the same reasons 
set out above, we expect that benefits 
would be limited for these services. While 
there are potentially some benefits for sin- 
gle-risk services and the costs of this meas- 
ure in isolation could be manageable for 
some of them, we have considered the com- 
bined implications of this measure on top of 
others. As set out in our combined impact 
assessment Section 23, we consider that the 
overall cost burden on some single-risk ser- 
vices may negatively affect users and people 
in the UK, so we have prioritised other 
measures for them where the benefits are 
more material.” 

We made a point in our illegal harms consultation, 
in relation to child sexual abuse, that the severity of 
the offence and the costs to society (quantified at 
c£2.bn in the “underestimate” provided in the Gov- 
ernment’s Impact Assessment) are significant. Yet 
Ofcom’s consideration of the merits of CSAM 
measures were weighed up against the costs to 
business – without considering the extent of the 
harms to the individuals nor the costs to society to 
eradicate this sort of crime and to provide support 
to affected individuals: 

“The level of detail and complexity in the 
comparison of costs and benefits is greater 
for some measures than others. This some- 
times reflects the availability of information. 
It can also reflect where a more detailed as- 
sessment is more likely to impact our recom- 
mendations, and when it can affect which 
services we recommend measures for. This 
is especially the case for some of the 
measures we recommend to reduce groom- 
ing and the hash matching measure we rec- 
ommend to reduce CSAM, where we care- 
fully consider whether to recommend the 



 

 

 measures for smaller services”. (Illegal 
Harms: Vol 4, 11.32) 

There is a further aspect of this in the children’s 
consultation - the severity of harm does not feature 
in the approach to proportionality nor in the desig- 
nation of measures for services. 

For example, “Services likely to be accessed by chil- 
dren are required by the Act to use proportionate 
safety measures to keep them safe. Our draft Chil- 
dren’s Safety Codes provide a set of safety 
measures that online services can take to help them 
meet their duties under the Act. Services can decide 
to comply with their duties by taking different 
measures to those in the Codes. However, they will 
need to be able to demonstrate that they offer the 
appropriate level of safety for children.” 

Evidence 

We refer Ofcom to the evidence we presented in 
our illegal harms consultation response, including; 

• The Government’s 2022 Impact Assessment 
(IA) 

• The case of X/Twitter in Australia 
 

 
Recommendation 

Based on the Parliamentary debates, Government 
statements and the Government’s own impact as- 
sessment, we would argue that Ofcom’s interpreta- 
tion of what is “proportionate” is not appropriate. 
We would refer back to the recommendation we 
make for additional measures relating to product 
safety testing and safety by design to be added to 
the draft codes, which would place the responsibil- 
ity on services (of all sizes) to take measures that 
are proportionate to them to address the risk of 
harm that is identified in their risk assessment. 

Statutory tests (Section 24) 

https://publications.parliament.uk/pa/bills/cbill/58-02/0285/onlineimpact.pdf
https://www.esafety.gov.au/newsroom/media-releases/report-reveals-the-extent-of-deep-cuts-to-safety-staff-and-gaps-in-twitter/xs-measures-to-tackle-online-hate


 

 

59. Do you agree that our proposals, 
in particular our proposed recommen- 
dations for the draft Children’s Safety 
Codes, are appropriate in the light of 
the matters to which we must have 
regard? 

a) If not, please explain why. 

Confidential? – Y / N 

Annexes 

Impact Assessments (Annex A14) 

60. In relation to our equality impact 
assessment, do you agree that some 
of our proposals would have a positive 
impact on certain groups? 

61. In relation to our Welsh language 
assessment, do you agree that our 
proposals are likely to have positive, 
or more positive impacts on opportu- 
nities to use Welsh and treating Welsh 
no less favourably than English? 

a) If you disagree, please explain why, 
including how you consider these pro- 
posals could be revised to have posi- 
tive effects or more positive effects, or 
no adverse effects or fewer adverse 
effects on opportunities to use Welsh 
and treating Welsh no less favourably 
than English. 

Confidential? – Y / N 

 
Please complete this form in full and return to protectingchildren@ofcom.org.uk. 
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