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Volume 2: Identifying the services children are using  

Children’s Access Assessments (Section 4).  

Do you agree with our proposals in 

relation to children’s access assess-

ments, in particular the aspects be-

low. Please provide evidence to sup-

port your view. 

1. Our proposal that service providers 

should only conclude that children are 

not normally able to access a service 

where they are using highly effective 

age assurance? 

2. Our proposed approach to the child 

user condition, including our proposed 

interpretation of “significant number 

of users who are children” and the 

factors that service providers consider 

in assessing whether the child user 

condition is met? 

3. Our proposed approach to the pro-

cess for children’s access assess-

ments? 

Big Brother Watch is committed to defending the 

privacy and free speech rights of all internet users. 

We believe that more can and should be done to 

protect children online in a way that respects their 

rights.  

As an independent regulator, we recognise the le-

gal limitations that bind Ofcom’s approach when 

planning the implementation of the Online Safety 

Act. However, we have taken the opportunity to 

respond to this consultation in a way which high-

lights those areas of the Online Safety regime 

which engage the rights to free speech and privacy, 

especially where Ofcom has used its own discre-

tion in implementing duties set out in the legisla-

tion. As a public body, Ofcom is also bound by its 

obligations set out in the Human Rights Act 1998 

and it is vital that the rights to free speech and pri-

vacy, protected by articles 10 and 8 of the Act re-

spectively are not compromised by measures in-

tended to keep children safe online. 

We opposed the inclusion of provisions in the Act 

that stipulate that a provider is only entitled to 

conclude that children cannot access a service if 

age verification or age estimation is used 

(s35(2)).As a result, services must decide between 

forcing users to employ invasive age verification 

or estimation technology, and implementing ex-

tensive content moderation tools to censor their 

content to make it appropriate for users under the 



age of 18. We firmly oppose this approach and be-

lieve that it will engage individuals’ rights to both 

free expression and privacy. Age verification con-

trols can be easily circumvented and should not be 

seen as a silver bullet solution - parental con-

trols,user controls and age rating are other recog-

nised, reliable methods to protect children from 

inappropriate content online.1  

Our broader objections to highly effective age as-

surance (HEAA) are discussed below in response 

to question 31, however we are concerned that al-

lowing services who implement HEAA to bypass 

the need to complete a risk assessment and other 

child safety duties will incentivise providers to use 

HEAA to avoid the administrative burdens associ-

ated with not using it. The guidance acknowledges 

that “most part 3 services are likely to meet the 

child user condition” (Vol. 2, para 4.44) and that 

“this will result in small, low-risk services incur-

ring costs of conducting a children’s risk assess-

ment” (Vol. 2, para 4.67). As a result, most services 

– to avoid the intricacies, costs and pitfalls of com-

pleting and implementing risk assessments and 

other obligations – will instead opt for HEAA. This 

could lead to a disproportionate outcome whereby 

services that are unlikely to host content that is 

harmful to children nonetheless employ HEAA, 

which in turn effectively creates an ID require-

ment for the internet and makes measures AA1-

 

1https://blogs.lse.ac.uk/parenting4digitalfuture/2021/11/17/age-assurance/ 
 

https://blogs.lse.ac.uk/parenting4digitalfuture/2021/11/17/age-assurance/


AA6 redundant. 

We disagree with the definition of a significant 

number of children, which Ofcom suggests could 

include “even a relatively small absolute number 

or proportion of children could be significant in 

terms of the risk of harm to children” (Vol. 2, para 

4.23). This goes against the ordinary meaning of 

‘significant number’ (s35(3) of the Act) and 

demonstrates an instance of Ofcom using its dis-

cretion over the implementation of the Act which 

would make measures likely to erode individuals’ 

privacy online more likely. 

Volume 3: The causes and impacts of online harm to children 

Draft Children’s Register of Risk (Section 7) 

Proposed approach: 

4. Do you have any views on Ofcom’s 

assessment of the causes and impacts 

of online harms? Please provide evi-

dence to support your answer. 

 a. Do you think we have missed any-

thing important in our analysis? 

5. Do you have any views about our 

interpretation of the links between 

risk factors and different kinds of con-

tent harmful to children? Please pro-

vide evidence to support your answer. 

6. Do you have any views on the age 

groups we recommended for as-

sessing risk by age? Please provide ev-

idence to support your answer. 

7. Do you have any views on our inter-

pretation of non-designated content 

or our approach to identifying non-

designated content? Please provide 

We are cognisant of the fact that as an independent 

regulator, Ofcom is bound by the duties conferred 

to it by the Online Safety Act. However, we have 

taken the opportunity to highlight a number of as-

sumptions Ofcom have made in its diagnostics of 

“online harm” and the impact of different digital 

infrastructures which then attempt to justify fur-

ther action which may have a bearing on free ex-

pression and privacy online. For example, Ofcom’s 

approach to online abuse is one which poses that 

anonymity is a causative factor in the online harms 

experienced by young people. The proposals sug-

gest that the “far greater potential for anonymity 

online may enable users to trivialise the conse-

quences of their actions and break social norms of 

respect and decency that they may adhere to in-

person interactions” (Vol. 3, para 7.4). We would 

emphasise the important role that anonymity 

holds in allowing individuals to navigate the online 

world without identifying themselves, in particu-

lar related to mental health, sexuality and abuse 



evidence to support your answer. 

 

Evidence gathering for future work: 

8. Do you have any evidence relating 

to kinds of content that increase the 

risk of harm from Primary Priority, Pri-

ority or Non-designated Content, 

when viewed in combination (to be 

considered as part of cumulative 

harm)? 

9. Have you identified risks to children 

from GenAI content or applications on 

U2U or Search services? 

 a) Please Provide any information 

about any risks identified 

10. Do you have any specific evidence 

relevant to our assessment of body 

image content and depressive content 

as kinds of non-designated content? 

Specifically, we are interested in: 

 a) (i) specific examples of body image 

or depressive content linked to signifi-

cant harms to children, 

 b. (ii) evidence distinguishing body 

image or depressive content from ex-

isting categories of priority or primary 

priority content. 

11. Do you propose any other cate-

gory of content that could meet the 

definition of NDC under the Act at this 

stage? Please provide evidence to sup-

port your answer. 

around the world. Online anonymity is equally val-

uable to LGBTQ people who may wish to navigate 

the internet anonymously to explore their identity, 

as well as survivors of domestic abuse who might 

seek support without revealing their identity. In 

2015, the former United Nations special rappor-

teur on freedom of expression reported "Encryp-

tion and anonymity provide individuals and 

groups with a zone of privacy online to hold opin-

ions and exercise freedom of expression without 

arbitrary and unlawful interference or attacks".2 

There is little evidence to suggest that anonymity 

itself makes online discourse more febrile. Fur-

ther, online anonymity or pseudo-anonymity is 

not a barrier to tracking down and prosecuting 

those who commit criminal activity on the inter-

net. Police reporting shows that in 2017/18, 96% 

of attempts by public authorities to identify the 

anonymous user of a social media account, email 

address or telephone, resulted in successful iden-

tification of the suspect of their investigation.  

Ofcom identifies a wide, all-encompassing range 

of functions (including livestreaming, group mes-

saging, encrypted messaging, commenting on 

content, posting content, re-posting or forward-

ing content, and reacting to content) which, it 

suggests, can increase the risk of children being 

exposed to harmful content. This seems to be a 

catch-all approach with every type of communica-

tion between children being labelled as poten-

tially dangerous. This characterisation runs the 

risk of pressuring providers to over-censor and 

excessively surveill online content. 

Arguably, the particularly damaging feature in re-

lation to children’s safety is the algorithmic predic-

tive content loop. This should be the target of re-

strictions, rather than free speech. We agree that 

recommender systems and advertising-based 

business models are a risk factor can contribute to 

 

2Special Rapporteur on freedom of opinion and expression, Report on encryption, anonymity, and the human rights 

framework, 22 May 2015, p7: https://documents.un.org/doc/undoc/gen/g15/095/85/pdf/g1509585.pdf?to-
ken=KljzySMTzNIuWumoCH&fe=true 



harm, since they remove control away from chil-

dren over what they see. In our view, children and 

their parents – not recommender systems or con-

tent moderation software – are best placed to de-

cide what they should see on the services they in-

teract with. 

We are concerned by several assumptions made 

by Ofcom that are not necessarily bourne out by 

evidence. Ofcom explains that it has “made reason-

able inferences about the risks that may arise” on 

search services in instances where it does not have 

“specific evidence about that service type,” (Vol. 3, 

para 7.38(d)).  We alarmed by these unsubstanti-

ated assumptions being used to guide policy. Given 

the importance and implications of the measures 

that Ofcom is proposing, we do not agree that they 

should be adopted on the basis of inference. 

We have previously raised concerns about the way 

in which social media platforms define the term 

“hate speech” and this is reflected in assertions 

Ofcom make about  “online abuse and hate con-

tent”. Ofcom posits that hate speech online can en-

courage individuals to “adopt hateful attitudes” 

and is associated with the “normalisation of dis-

criminatory attitudes” (Vol 3, paras 7.4 and 

7.4.26). However,  in order to have meaning, hate 

speech is a term that requires precise definition. 

The UK has expansive laws governing speech-re-

lated offences that can be used to prosecute vio-

lent, hateful and harmful forms of speech and be-

haviour online. Yet platforms’ definitions of “hate 

speech” do not align with UK domestic law and can 

result in the censorship of online speech which is 

entirely lawful and reasonable. Our research has 

shown that in debates about hate speech or online 

abuse, light-hearted and sarcastic comments can 

be inaccurately characterised as causing harm. For 

instance, the comic, Marcia Belsky, was banned 

from Facebook for 30 days in Autumn 2017 after 

cois mmenting “men are scum” on another user’s 



post discussing her experience of misogyny.3 

Ofcom’s assessment of the causes and impacts of 

self-harm content also adopts a flawed approach. 

There is no question that content encouraging or 

assisting suicide should be removed, and indeed 

encouraging and assisting suicide is an offence, 

which the CPS is clear applies equally to content 

online. However, Ofcom’s proposals seek to 

“shield” internet users from all material relating to 

self-harm in a way that could have a bearing on the 

free expression rights of survivors of self-harm 

and other mental illnesses. Ofcom’s approach to 

recovery content is one which does not give ade-

quate attention to the careful balance required to 

protect users’ free expression rights. The pro-

posals acknowledge that “harmful suicide and self-

harm content can manifest online in various forms, 

ranging from recovery content that could benefit 

some users but be harmful to others depending on 

the context and individual” (Vol 3, para 7.2). How-

ever, the proposals recommend that this content 

can nonetheless, unwittingly, cause harm and chil-

dren should be prevented from engaging with this 

(Vol 3, para 7.2.6).  This approach will necessarily 

lead to the removal of the majority of recovery 

content, out of an abundance of caution. It is un-

likely that mass, automated content moderation 

would be able to handle the nuanced distinction 

between recovery content and self-harm or sui-

cide content. 

The proposals suffer from the misconception that 

exposure to mental illness is contagious (see Vol. 

3, para 7.2.31), which Dr. Vic Baines, a former Vis-

iting Associate at the Oxford Internet Institute dis-

putes.4 A shrinking private sphere may deter peo-

ple from seeking social support and a safe space to 

freely express themselves. It is important that the 

internet remains a rich resource for people to 

 

3 Marcia Belsky, Twitter, https://twitter.com/MarciaBelsky/status/921082758574854146; Big Brother Watch, 
‘The State of Free Speech Online,’ September 2021, https://bigbrotherwatch.org.uk/wp-content/up-
loads/2021/09/The-State-of-Free-Speech-Online-1.pdf. 

4 Big Brother Watch, The State of Free Speech Online, https://bigbrotherwatch.org.uk/wp-content/up-
loads/2021/09/The-State-of-Free-Speech-Online-1.pdf, p95. 

https://twitter.com/MarciaBelsky/status/921082758574854146
https://bigbrotherwatch.org.uk/wp-content/uploads/2021/09/The-State-of-Free-Speech-Online-1.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2021/09/The-State-of-Free-Speech-Online-1.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2021/09/The-State-of-Free-Speech-Online-1.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2021/09/The-State-of-Free-Speech-Online-1.pdf


openly explore mental health issues, with their 

rights to privately and freely access information 

protected. Evidence suggests that teens who suffer 

from mental health problems often retreat to so-

cial media, rather than the other way around.5 The 

proposal acknowledges that “children with mental 

health conditions are significantly more likely to 

encounter suicide or self-harm content,” which 

suggests that Ofcom is aware of this correlation, 

but seems to, perhaps wrongly, attribute it to cau-

sation (Vol 3, para 7.2.60). 

Question 7 

The Online Safety Act does not adequately define 

“harm” or “harmful content” regarding either chil-

dren or adults and Ofcom’s ability to undertake its 

functions as an Online Safety regulator will suffer 

for this. As well as “primary priority content that is 

harmful to children” and “priority content that is 

harmful to children” the legislation and Ofcom’s 

consultation document also identifies a category 

of content called “non-designated content”. How-

ever, the definition attributed to this category of 

content is essentially meaningless, namely that un-

designated content of this kind is that which pre-

sents “a material risk of significant harm to an ap-

preciable number of UK children”.  

Ofcom is bound by the breadth of this definition 

which is poorly worded, overly broad and as such 

presents threats to free expression. Attempts have 

been made to give further clarity to this definition 

and in the document Ofcom states that non-desig-

nated content will only be classified as such if it 

meets the four stage test set out at 7.9.16 of 

Ofcom’s proposals. Despite Ofcom’s attempt to 

provide further clarity, we are nonetheless con-

cerned by how permissively the test has been 

drawn.  

Under strand 3 of the test, there must be some ev-

 

5 Heffer, T., Good, M., Daly, O., MacDonell, E., & Willoughby, T. (2019). The Longitudinal Association Between So-
cial-Media Use and Depressive Symptoms Among Adolescents and Young Adults: An Empirical Reply to Twenge 
et al. (2018). Clinical Psychological Science, 7(3), 462-470. https://doi.org/10.1177/2167702618812727  

https://doi.org/10.1177/2167702618812727


idence to indicate a relationship between “signifi-

cant harm” and a specific kind of content present 

on services (Vol. 3, para 7.9.25). The proposals 

acknowledge that it is rare to have evidence which 

establishes such a relationship and therefore indi-

cate that Ofcom will rely on “research with chil-

dren, parents and carers, and specialists.” Given 

the implications of designating new categories of 

content harmful to children, we are not satisfied 

that this proposed qualitative data will be suffi-

cient to categorise NDC.  

When asserting which types of content will be cat-
egorised as “non-designated content that presents 
a material risk of harm to children”, the Act does 
not set a numerical threshold to determine 
whether an ‘appreciable’ number of children are 
facing material risk of significant harm and nor 
does Ofcom. The proposals suggest that Ofcom will 
consider the proportion of children encountering 
a given type of content once it is identified as NDC, 
taking into account the proportion of children with 
vulnerabilities who may be affected (7.9.29 and 
7.9.31). This is a highly permissive test, which 
could result in anything that might affect a vulner-
able group being designated as harmful. As the 
consultation notes, children with mental health 
conditions make up a sizeable proportion of chil-
dren overall. Therefore, if Ofcom decides that a 
particular type of NDC may pose a threat to those 
children, it could be designated and censored as a 
result, without looking at the granularity of the is-
sue.  

Draft Guidance on Content Harmful to Children (Section 8) 

12. Do you agree with our proposed 

approach, including the level of speci-

ficity of examples given and the pro-

posal to include contextual infor-

mation for services to consider? 

13. Do you have further evidence that 

can support the guidance provided on 

different kinds of content harmful to 

children? 

Confidential? – Y / N 

Question 12 

Specificity and tightly-prescribed rules are always 

important when it comes to protecting free 

speech, but by virtue of the subjectivity of what 

constitutes harmful speech, which may be lawful 



14. For each of the harms discussed, 

are there additional categories of con-

tent that Ofcom 

 a) should consider to be harmful or 

 b) consider not to be harmful or 

 c) where our current proposals should 

be reconsidered? 

expression, Ofcom may risk failing in its obliga-

tions to protect individuals Article 10 right to 

freedom of expression. 

 

Questions 13 and 14c 

Whilst it is crucial to protect people with pro-

tected characteristics from targeted hate and 

abuse, restrictions on broadly defined “hate 

speech” can impact lawful speech, if it is not 

properly defined. As previously mentioned, the 

UK has a array of criminal offences which restrict 

certain types of speech where it is targeted at 

particular groups. The categories of example 

abuse and hate content that is harmful to children 

in the proposals however, are incredibly broadly 

defined. They include “insulting or intimidating 

remarks or harmful stereotypes targeted towards 

an individual” and content “repeating harmful 

and discriminatory ideas about another group” 

(Vol. 3, Table 8.6.2). 

Our report, The State of Free Speech Online, re-

vealed how content which engages ‘harmful ste-

reotypes’ can be inappropriately censored. For 

example, women on Twitter have had their ac-

counts  temporarily limited, suspended or banned 

and tweets removed for posting that men are 

more likely to commit violent crime than women 

– despite this assertion being supported by ONS 

data.6 In another example, a woman had her Twit-

ter account suspended for 7 days after posting 

 

6 Big Brother Watch, (n 3), pp50-51. 



that the definition of rape in UK law meant that 

women could not perpetrate the crime.7 

Ofcom’s guidance also states that ‘a post that uses 

gendered and/or homophobic slurs to mock or 

degrade a person’ would fall within the definition 

of content that is abusive and harmful to children. 

Our research has highlighted how words that 

form part of the political lexicon and are central 

to taxonomy of gender in some discourses on 

gender identities, such as “TERF” and “cis”, could 

fall into Ofcom’s category of ‘gendered slurs.’8 For 

example, a trans journalist’s Twitter account was 

temporarily limited after she said “You’re cis” and 

another user was suspended after they were re-

ported for referring to a male user as “cis”.9 The 

proposals on misgendering  are likely to rely on 

self-reporting by users, as services have no way 

of knowing how individuals identify. Our evi-

dence shows that if large social media platforms 

opt not to age gate their sites and as a result must 

moderate in a way to account for Ofcom’s child 

safety codes, this categorisation could be ex-

ploited to censor and silence others. 

Further, the guidance on “insulting or intimidat-

ing remarks or harmful stereotypes” does not 

take into account the potentially positive effects 

of in-group linguistic reappropriation. This is 

where a group reclaims certain pejorative words 

 

7 Ibid, p53. 

8 Ibid, p57. 

9 Ibid, pp58-59. 



or phrases that were previously directed at the 

group as terms of abuse. In-group linguistic reap-

propriation can be a source of empowerment for 

minority or marginalised groups, which allows 

for the nullification of previously harmful mean-

ings, and is also employed by comedians from mi-

nority backgrounds to satirise otherwise offen-

sive terms.  

Our research has shown that content moderation 

faces difficulties distinguishing between content 

with this level of nuance. For instance, an LGBT 

Instagram page was forced to reissue a post 

which had previously contained the word “dyke” 

in the caption.10 The term, historically used as a 

homophobic slur to describe lesbians, has been 

reclaimed by the LGBT community and can be 

used jovially, satirically or even as a term of em-

powerment. 

Ofcom also includes “a comment that intention-

ally misgenders a person with the intention to hu-

miliate, insult, offend or ‘out’ someone” within the 

category of content that is abusive and harmful to 

children. Misgendering is a highly sensitive topic 

and can be very hurtful to trans people. However, 

misgendering is not a criminal offence in the UK. 

Indeed, compelling speech (e.g. the use of certain 

pronouns) could raise tensions around freedom 

of expression. It is possible that misgendering 

could be involved in crimes against transgender 

 

10 Ibid, p34. 



individuals, but a criminal offence (such as har-

assment or a communications offence) would 

have to be involved. Our investigations have re-

vealed many examples of negative consequences 

associated with such a well-intended policy, in-

cluding undue censorship of women and 

transgender people. Some unusual but very high 

profile cases involving gender transition demon-

strate the complexities of censoring “misgender-

ing” – for example, the survivor and estranged 

wife of serial rapist Isla Bryson (formerly named 

Adam Bryson), continues to refer to Bryson with 

male pronouns,11 as did a number of mainstream 

media outlets. Whilst Ofcom’s guidance specifies 

that only intentional misgendering should be 

classified as harmful content, this places the 

power primarily in the subjective interpretation 

of the reporter or content moderator. Granular 

and politicised censorship can be counter-pro-

ductive and inflame debates, leading to greater 

controversy. 

The guidance also identifies “content which ob-

jectifies and demeans a person on the basis of 

their listed characteristic” as a an example of con-

tent that is abusive and harmful to children. This 

includes, “a post that claims an individual is phys-

ically or mentally inferior or deficient on the basis 

of one or more listed characteristic(s)” and a “de-

rogatory meme or caricature of a person, with 

 

11 https://www.bbc.co.uk/news/uk-scotland-64796926 



threatening, abusive, hurtful or harmful commen-

tary added.” Our research has found examples 

where similarly restrictive policies resulted in 

over-stringent moderation. For instance, in the 

wake of the #MeToo movement in Autumn 2017, 

comic Marcia Belsky was banned from Facebook 

for 30 days for writing “men are scum” on a 

woman’s post about misogyny she had experi-

enced.12 A tide of subsequent posts by women 

echoing the language were removed and enforce-

ment action was taken against the posters. In a 

similar vein, a male user was banned from Face-

book Messenger for seven days after joking that 

boys stink and a separate user breached the plat-

form’s community standards by posting, “Please 

let women run the world. Men are idiots.”13 Un-

der Ofcom’s guidance, it appears that similar 

light-hearted and lawful comments could be cen-

sored as content which is abusive and harmful to 

children should a regulated service be obliged to 

fulfil these obligations. 

Ofcom also includes examples of content which 

incites hatred, including “a comment which justi-

fies or promotes the social exclusion of a group 

from society that share a listed characteristic” 

(Vol. 3, Table 8.6.3). Given that the listed charac-

teristics include sex, we are concerned that this 

could extend to exclusionary spaces for specific 

protected groups (i.e., single sex spaces and ser-

vices), meaning that calling for exclusion of men 

 

12 Ibid, p16. 
13 Ibid, p17. 



from an online space (e.g. for female rape survi-

vors), and vice versa, could be categorised as in-

citing hatred. 

We welcome the inclusion of examples of content 

Ofcom considers not to be self-injury content at 

Table 8.4.3. Our investigations have revealed that 

many posts legitimately documenting content re-

lating to self-harm in any way, including recovery, 

empowerment and healing, are removed. Further-

more, some posts that are not about self-harm at 

all but that contain a photo of an individual with 

scars were found to be obscured and marked as 

“sensitive.”14 The youth global network It Matters, 

noted that the removal of images related to self-

harm by social media companies has “fuelled 

more stigma against mental illness” and harmed 

young people who reported “feelings of being 

‘bullied’, ‘isolated’ and ‘humiliated’ by...censor-

ship.”15 Censoring content that discusses self-

harm and recovery is likely to have a chilling ef-

fect on others who have had similar experiences 

and are made to feel unable to share their per-

sonal photos or stories online. Far from creating 

an inclusive, welcoming environment for people 

who have experienced trauma or mental ill 

health, the platform actively discriminates against 

them. We therefore reiterate the importance of 

 

14 Ibid, p36. 

15 Ibid, p41. 



emphasising to services that not all-content relat-

ing to self-harm is harmful to children. 

Volume 4: How should services assess the risk of online harms? 

Governance and Accountability (Section 11) 

15. Do you agree with the proposed 

governance measures to be included 

in the Children’s Safety Codes? 

a) Please confirm which proposed 

measure your views relate to and 

explain your views and provide 

any arguments and supporting 

evidence. 

b) If you responded to our Illegal 

Harms Consultation and this is 

relevant to your response here, 

please signpost to the relevant 

parts of your prior response.  

16. Do you agree with our assumption 

that the proposed governance 

measures for Children's Safety Codes 

could be implemented through the 

same process as the equivalent draft 

Illegal Content Codes? 

Confidential? – Y / N 

It is without doubt that greater levels of accounta-
bility and transparency from online intermediar-
ies are needed. However, we are concerned that 
Measure GA2, which requires service providers to 
name a person accountable for compliance with 
the children’s safety duties, would guarantee  
widespread censorship online. Making one indi-
vidual responsible for having to justify the entire 
services’ compliance decisions, coupled with 
broad definitions and a low threshold of accepta-
ble expression, will result in platforms unscrupu-
lously removing lawful content on their sites.  

Volume 5 – What should services do to mitigate the risk of online harms 

Our proposals for the Children’s Safety Codes (Section 13) 

Proposed measures 

22. Do you agree with our proposed 

package of measures for the first Chil-

dren’s Safety Codes? 

 a) If not, please explain why. 

Evidence gathering for future work. 

23. Do you currently employ measures 

Confidential? – Y / N 

Question 22 

As an organisation that seeks to uphold, promote 

and protect the right to freedom of expression, 

with a particular focus on technology, Big Brother 



or have additional evidence in the ar-

eas we have set out for future consid-

eration? 

 a) If so, please provide evidence of 

the impact, effectiveness and cost of 

such measures, including any results 

from trialling or testing of measures. 

24. Are there other areas in which we 

should consider potential future 

measures for the Children’s Safety 

Codes? 

 a) If so, please explain why and pro-

vide supporting evidence. 

Watch has expressed serious concerns about the 

Government’s introduction of the Online Safety 

Act (‘OSA’) since 2019, when the Online Harms 

White Paper was published.16 In the course of the 

OSA’s passage as a Bill through Parliament we 

highlighted the significant implications of the pro-

posed regulatory framework for freedom of ex-

pression and the right to privacy online and be-

lieve the Act’s requirements for online platforms 

to surveil and restrict online speech will do signif-

icant damage to the free flow of information and 

ideas that the internet has facilitated. 

The OSA is a fundamentally flawed piece of legis-

lation. The proposals set out in the Act, and by ex-

tension, Ofcom’s Codes of Practice, will force social 

media companies to act as privatised speech police 

and will compel online intermediaries to over-re-

move content. The general effect of creating and 

enforcing codes of practice will be to fortify social 

media companies’ terms of use, ensuring that they 

are upheld, and to clearly identify companies that 

fail to comply, who risk sanction. This new regula-

tory framework, which effectively amounts to 

overseeing private companies upholding those 

terms and conditions – sets of rules that are not 

neutral and which have complex human rights and 

data protection implications - will pose threats to 

free expression and privacy in the UK. 

The UK already has expansive laws governing 

 

16 Big Brother Watch’s response to the Online Harms White Paper Consultation – Big Brother Watch, July 2019: 
https://bigbrotherwatch.org.uk/wp-content/uploads/2020/02/Big-Brother-Watch-consultation-response-on-
The-Online-Harms-White-Paper-July-2019.pdf 

https://bigbrotherwatch.org.uk/wp-content/uploads/2020/02/Big-Brother-Watch-consultation-


speech-related offences that can be used to prose-

cute violent, hateful and harmful forms of speech 

and behaviour online. This includes laws prohibit-

ing speech that causes harassment, alarm, distress, 

or fear (Protection from Harassment Act 1997; 

Public Order Act 1986); speech that is deemed 

grossly offensive and purposefully annoying or 

distressing (Malicious Communications Act 1988; 

Communications Act 2003); and speech that in-

cites hatred on the basis of race, religion or sexual 

orientation (Crime and Disorder Act 1998; Race 

and Religious Hatred Act 2006). 

It remains our view that law enforcement agencies 

could better use these laws to deal with many of 

the harms children might experience online in col-

laboration with the largest social media compa-

nies. Instead, the OSA and Ofcom’s proposals will 

see these private companies deputised by the state 

to act as private online law enforcement bodies, 

tasked with restricting children’s rights to freely 

impart and receive information, far beyond pre-

existing legal boundaries, which in our view will 

lead to a new wave of privatised monitoring and 

censorship. 

In Vol. 5, section 13, Ofcom sets out five broad ar-

eas within which its proposals fall, including ro-

bust age checks, safer algorithms, effective moder-

ation, strong governance and accountability and 

more choice and support for children. Measures 

RS1 and RS2 propose that services use recom-

mender systems to exclude content likely to be 



Primary Priority Content (“PPC”) and limit the 

prominence of content likely to be Priority Content 

(“PC”) for children (Vol. 5, para 13.29). Whilst we 

agree that recommender systems can place chil-

dren in harm’s way online, we believe this is an ar-

gument for the dismantling of the platform’s busi-

ness models and the mass data collection practices 

which inform these algorithmic feedback loops, ra-

ther than trying to use tools to prevent certain 

types of expression being recommended. 

Further, we disagree that blanket-filtering out all 

content that might be harmful to children is the 

best approach to keeping children safe online (Vol. 

5, para 13.32). Whilst some content that is harmful 

to children will always be clear and obvious to con-

tent moderators, it is difficult to see how they 

should be able to make determinations on nu-

anced content, including recovery content, and 

what constitutes “insulting or intimidating re-

marks” or “repeating harmful and discriminatory 

ideas about another group,” which is often highly 

contextual. Expecting Silicon Valley’s content 

moderators to undertake these complex decisions 

at speed, without accountability and under the 

threat of penalities, will almost certainly lead to 

the over-censorship of speech from those plat-

forms who will have to observe these guidelines 

out of an abundance of caution. 

We welcome Ofcom’s decision to not mandate the 

use of automated tools for general content moder-



ation (Vol. 5, para 13.34), although we remain con-

cerned that given the legal burden placed on ser-

vices to moderate content, many will inevitably 

have no choice but to use automated tools to fulfil 

their obligations. The use of automated tools for 

content moderation necessitates the mass scan-

ning and automated analysis of all online content, 

which often results in the surveillance and over-

removal of online expression given the limitations 

of the technology to detect nuance (which Ofcom 

acknowledges at Vol. 5, para 13.64) as well as a 

wider chilling effect on user’s speech (see our re-

sponse to Question 36 for further detail). 

Section 12(3)(a) of the Act sets out platforms’ need 

to “prevent” children from encountering PPC that 

is harmful, however this approach to content mod-

eration is one which poses serious threats to free-

dom of expression. In order to truly “prevent” ille-

gal or “harmful” content, platforms would have 

had to pre-screen content through upload filters. 

This was described by internet lawyer, Graham 

Smith, as having a “predictive policing element”17 

and as Dan Squires KC and Emma Foubister have 

argued in a legal opinion commissioned by Open 

Rights Group, this would be a form of prior re-

straint which is a serious violation of the right to 

freedom of speech.18 Ofcom’s approach, which rec-

ommends removing lawful online content, is an 

 

17 Smith, G. Mapping the Online Safety Bill, Cyberleagle blog, 27 March, 2022 https://www.cyberleagle.com/ 

18 Dan Squires KC and Emma Foubister, In the Matter of: The Prior Restraint Provisions in the Online Safety Bill, 
Matrix Chambers, Commissioned by Open Rights Group, https://www.openrightsgroup.org/publications/legal-
advice-on-prior-restraint-provisions-in-the-online-safety-bill/  



approach which does not align with the legal 

standards previously held by liberal democracies 

when it comes to the regulation of online expres-

sion and, in this regard, is a dangerous approach 

that risks failing Ofcom’s obligations under the 

HRA. 

Ofcom adopts a contradictory approach in relation 

to the treatment of children of different ages, on 

the one hand “encourag[ing] services to tailor 

their experiences to children in different age 

groups,” whilst acknowledging that there are “lim-

ited existing technologies that can reliably identify 

children of different ages” (Vol. 5, para 13.75). 

Ofcom’s guidance suggests that services will be 

able to do this “based on their understanding of 

their user base,” however it is unlikely that provid-

ers, in particular smaller services, will have access 

to this kind of granular information. Given that 

services will not know how old individual users 

are, tailoring children’s online experience for their 

age group is an impossibility. It is important to 

note that children have free expression rights un-

der the EU Charter and Convention on the Rights 

of the Child, which entitle them to “seek, receive 

and impart information and ideas of all kinds.”19 

Infringing these rights to protect younger children 

from harm, simply because of technological limita-

tions, cannot be proportionate.  

We welcome the recommendation that the HEAA 

 

19 Article 13,  Convention on the Rights of the Child 1989 



obligations will no longer fall on search services 

(Vol. 5, para 15.8). Given the educational benefits 

of Google and its wide use across all sections of so-

ciety, including children, it is important that the 

search giant need not adopt invasive identification 

policies or else sanitise the information readily 

available to the general public. 

 

Developing the Children’s Safety Codes: Our framework (Section 14) 

25. Do you agree with our approach to 

developing the proposed measures for 

the 

Children’s Safety Codes? 

 a) If not, please explain why. 

26. Do you agree with our approach 

and proposed changes to the draft Il-

legal Content Codes to further protect 

children and accommodate for poten-

tial synergies in how systems and pro-

cesses manage both content harmful 

to children and illegal content? 

 a) Please explain your views. 

27. Do you agree that most measures 

should apply to services that are ei-

ther large services or smaller services 

that present a medium or high level of 

risk to children? 

28. Do you agree with our definition 

of ‘large’ and with how we apply this 

in our recommendations? 

29. Do you agree with our definition 

of ‘multi-risk’ and with how we apply 

this in our recommendations? 

30. Do you agree with the proposed 

measures that we recommend for all 

services, even those that are small and 

Confidential? – Y / N 

Question 25 

The Act compels platforms to “prevent” children 

from encountering content of this kind which will 

lead to greater levels of monitoring and surveilling 

users’ activity in order to fulfil these preventative 

policing-style obligations. The result of the pro-

posals would be that unless a platform undertakes 

invasive age verification checks and then age-

gates user-generated content at a granular level, 

content moderation on the site in question must 

be tailored for children. 

Requiring all adults to verify they are over 18 in 

order to access everyday online services is a dis-

proportionate response to the aim of protecting 

children online and violates fundamental rights. It 

carries significant risks of tracking, data breaches 

and fraud by mandating users to volunteer even 

more personal information to private platforms, 

which could be stored in large centralised data-

bases. It undermines anonymity, which is widely 



low-risk?  recognised as a vital option by human rights ex-

perts for the full enjoyment of rights and equality 

online, and it creates digital exclusion for individ-

uals unable or unwilling to meet requirements to 

show formal identification documents. Where age-

gating also means the collection of children’s data 

en-masse, the privacy risks are magnified. These 

obligations will also put an onerous burden on 

small-to-medium enterprises, and as such will ul-

timately entrench the market dominance of large 

tech companies and lessen choice and agency for 

both children and adults. 

We remain concerned by the impact that pro-

posals to moderate search engine content will 

have on freedom of expression and access to infor-

mation online. The right to freedom of expression 

in an online setting not only concerns the ability of 

individuals to impart information but also to re-

ceive it. In this regard, a free flow of information 

and the right to freedom of expression go hand in 

hand.  

Question 26 

We welcome the proposed additional measures 

for the Illegal Content Codes where they are de-

signed to improve transparency, accessibility and 

user choice and control. 

Question 30 

We do not agree that small and low-risk services 

should employ the terms of service and content 



moderation processes requirements (see our re-

sponses to Questions 36, 38 and 46 for further de-

tail). The proposals acknowledge that the cost im-

plications could cause smaller services to stop 

serving adult users in the UK (Vol. 5, para 15.119). 

This would be an unacceptable encroachment on 

the free expression rights of these services’ users, 

who should be able to access information from a 

plurality of sources. 

Age assurance measures (Section 15) 

31. Do you agree with our proposal to 

recommend the use of highly effective 

age assurance to support Measures 

AA1-6? Please provide any infor-

mation or evidence to support your 

views. 

 a) Are there any cases in which HEAA 

may not be appropriate and propor-

tionate? 

 b) In this case, are there alternative 

approaches to age assurance which 

would be better suited? 

32. Do you agree with the scope of the 

services captured by AA1-6? 

33. Do you have any information or 

evidence on different ways that ser-

vices could use highly effective age as-

surance to meet the outcome that 

children are prevented from encoun-

tering identified PPC, or protected 

from encountering identified PC under 

Measures AA3 and AA4, respectively? 

34. Do you have any comments on our 

Confidential? – Y / N 

Question 31 

We have serious concerns about the proposals re-

quiring widespread age verification across web-

sites, apps and other online services, particularly 

at the point of entry, which will lead to increased 

data profiling of both children and adults, and re-

strictions on their freedom of expression and ac-

cess to information. Firstly, the efficacy of these 

systems has been disputed. Ofcom Chief Executive 

Melanie Dawes said “age assurance technologies 

which scan your face and estimate your age don’t 

work very well on children because children can 

look so different at different ages.”20 A position pa-

per published by 20 European civil society organ-

isations last year, reiterated the absence of evi-

 

20 https://www.biometricupdate.com/202406/yoti-responds-to-ofcoms-counterfactual-statements-on-age-assur-
ance-tech 



assessment of the implications of the 

proposed Measures AA1-6 on chil-

dren, adults or services? 

 a) Please provide any supporting in-

formation or evidence in support of 

your views. 

35. Do you have any information or 

evidence on other ways that services 

could consider different age groups 

when using age assurance to protect 

children in age groups judged to be at 

risk of harm from encountering PC? 

dence that measures like document-based age ver-

ification and age estimation are effective at shel-

tering children from online harm.21  

The same paper also highlights the security risks 

involved in the mass collection and processing of 

users’ personal data, which could put children at 

risk of harm in the event of a security breach. The 

Electronic Frontier Foundation emphasised that 

“once information is shared to verify age, there’s 

no way for a website visitor to be certain that the 

data they’re handing over is not going to be re-

tained and used by the website, or further shared 

or even sold.”22 Data protection legislation will not 

necessarily afford individuals sufficient protec-

tions to guard against this threat, especially given 

the mandatory nature of the processing in order to 

access services. Finally, the implementation of 

HEAA requirements will create digital exclusion 

for individuals unable to meet requirements to 

show formal identification documents. 

AA2 

The OSA only requires services to protect children 

in age groups judged to be at risk of harm from PC 

content. Ofcom is therefore “exercising a degree of 

discretion by recommending the use of highly ef-

fective age assurance in relation to identified PC” 

at the point of entry under measure AA2 (Vol. 5, 

 

21 EDRi, Position Paper: Online age verification and children’s rights, 4 October 2023, https://edri.org/wp-con-
tent/uploads/2023/10/Online-age-verification-and-childrens-rights-EDRi-position-paper.pdf  

22 Electronic Frontier Foundation, Age Verification Mandates Would Undermine Anonymity Online, 10 March 2023, 
https://www.eff.org/deeplinks/2023/03/age-verification-mandates-would-undermine-anonymity-online  

https://edri.org/wp-content/uploads/2023/10/Online-age-verification-and-childrens-rights-EDRi-position-paper.pdf
https://edri.org/wp-content/uploads/2023/10/Online-age-verification-and-childrens-rights-EDRi-position-paper.pdf
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para 15.105). Such a measure would prevent chil-

dren from encountering PC content and is an un-

necessary and disproportionate measure. Alt-

hough the Act only requires services to protect 

children of an age that is judged to be at risk of 

harm, Ofcom does not recommend that the meas-

ure be tailored to particular age groups, due to lim-

ited evidence on the technical capability of distin-

guishing between age groups. This indicates that 

HEAA technology is not appropriate to deal with 

the specific harm set out in the Act and its whole-

sale application of content filtering obligations to 

services under measure AA2 as an access control 

would be disproportionate and have a major im-

pact on users’ rights.   

AA3 

Ofcom recommends applying HEAA to prevent 

children’s access to PPC on services whose princi-

pal purpose is not the hosting or dissemination of 

PPC, but which do not otherwise prohibit PPC con-

tent (Measure AA3). The Regulator acknowledges 

both that such services will “host a significant 

amount of non-harmful content” and that age as-

surance processes are just “one way” of preventing 

children from accessing PPC content on these ser-

vices (Vol. 5, para 15.133 and 15.134). Providers 

of such services are permitted to exercise discre-

tion over where to position the age assurance pro-

cess on their service to prevent children from en-

countering PPC (Vol. 5, para 15.134). Given that 



the amount of PPC content on these services is un-

likely to be high, as it is not their principal purpose, 

preventing children from accessing the entire ser-

vice would be disproportionate. Any use of any age 

assurance technology should be implemented at 

the least restrictive point of access to the service. 

In other words, users should be able to engage 

with the service as much as possible and only 

asked to verify their age when engaging with the 

content in question, e.g. pornography. Further, this 

can only be implemented with clear data protec-

tion safeguards in place which surpass the basic 

data protection principles of GDPR.   

There is also a real risk that despite providers hav-

ing discretion over what stage HEAA can be imple-

mented, some services might choose to restrict ac-

cess to all children for cost or complexity reasons 

(Vol. 5, paras 15.148 and 15.151). This has worry-

ing implications for the free expression rights of 

children who will be prevented from seeing vast 

amounts of non-harmful content and for adults 

who will be forced to engage in highly intrusive 

data HEAA data processing to access content 

which, in any event, is largely unharmful to chil-

dren. The measure could alternatively lead these 

types of services to change their terms of service 

to prohibit all forms of PPC in order to avoid the 

costs associated with compliance (Vol. 5, para 

15.153). This would have similarly harmful conse-

quences for adult users, as they would no longer 

be able to access content which is legal, but falls 

under the PC category of content that is harmful to 



children.  

We recognise the need to regulate pornographic 

content and to do so in a way which prevents chil-

dren from accessing material of this kind – as at-

tempted under measure AA1. This should be fo-

cused on those services whose primary purpose is 

the creation or hosting of such content. However, 

as per the highlighted risks set out above, such a 

scheme cannot proceed without embedding seri-

ous privacy safeguards in its application. The col-

lection of identity documents or biometric data for 

access to adult-content websites is a recipe for dis-

aster, matching personal identifiers with adults’ 

sensitive viewing habits. Not only does this risk 

compromising intimate elements of individuals’ 

private lives but it poses a threat to members of 

the LGBT community who may not be “out” and 

openly willing to reveal their sexual preferences. 

Ofcom points to data protection legislation as a 

safeguard for users’ privacy rights (Vol. 5, para 

15.77), however, as Open Rights Group have ob-

served, GDPR has provided a number of safe-

guards when it comes to data protection, but it 

does not, on its own, protect information that is as 

potentially revealing as a person’s pornographic 

viewing history.23 The organisation has set out 

other minimum standards for achieving a system 

which is safe and secure and argues that in order 

to safeguard individuals’ privacy age verification 

systems should: “process the minimum personal 

 

23 Open Rights Group, Age Verficiation Facts, https://www.ageverificationfacts.org.uk/over-18s/  

https://www.ageverificationfacts.org.uk/over-18s/


data necessary to verify your age; additional per-

sonal data should not be collected, irrespective of 

whether it is subsequently securely deleted. Per-

sonal data must not be kept for longer than is nec-

essary to achieve the purpose of age verification, 

and must not be used for other purposes, such as 

advertising.”  

Similar provisions set out in the Digital Economy 

Act, which related to age-verification checks for 

websites which hosted pornographic content, del-

egated responsibility for this area to the British 

Board of Film Classification (BBFC) in line with 

their other responsibilities to regulate in this area. 

However, the BBFC’s certification scheme for pro-

viders of age-verification technologies was volun-

tary, which would have resulted in non-secure 

providers using this new compelled system to har-

vest individuals’ most sensitive personal data. Un-

less these problems are addressed, the systems 

Ofcom introduce for age-assurance relating to ser-

vices whose primary purpose is the creation or 

hosting of pornographic content will suffer from 

the same flaws and will create inherent privacy 

risks for adults online. 

The same principles apply to measure AA4, though 

this proposal is even more disproportionate given 

the narrower requirement under the Act to protect 

children in age groups judged to be at risk of harm 

from PC content. 

Question 34 



Ofcom acknowledges that its measures could re-

sult in potentially significant impacts on adult us-

ers’ ability to access the service,” including ser-

vices who cannot afford the cost of implementing 

age assurance exiting the UK (15.66-15.67). How-

ever, it suggests that since the bigger services 

would be able to absorb the cost, users could 

simply switch to these available services. This 

downplays the extent to which this would harm 

the rights of adult users to access information. 

Market concentration would result in less choice 

for users over where to receive and impart infor-

mation in line with their free expression rights. 

The proposals also acknowledge that the 

measures will make it more cumbersome for 

adults to access these services, and the way ser-

vices implement age assurance could in some 

cases dissuade adult users from using the service 

altogether (Vol. 5, para 15.68). For instance, users 

might be dissuaded by a one-off age assurance 

check or having to complete age assurance checks 

each time they use the site, due to the onerousness 

of the measures or privacy concerns. Ofcom con-

cludes that the impact on users’ freedom of ex-

pression and association would be “relatively lim-

ited” in this scenario as they are choosing not to 

use the age assurance mechanism. However, given 

it is the only way they can gain access to the ser-

vice, any consent cannot properly be understood 

to be freely given. Although “providers have incen-

tives to make their age assurance process as user-



friendly as possible and limit friction to adult us-

ers” this does not address the privacy concerns 

that some users will still have. Ofcom notes that “it 

is possible to assure a user’s age without retaining 

data other than as needed for the purposes of the 

age check” (Vol. 5, para 15.76), however there are 

no safeguards proposed to ensure this is the case. 

Although Ofcom does not require providers to rely 

on ID, the other proposed forms of HEAA also ne-

cessitate the processing of highly sensitive bio-

metric data, with questions over its accuracy and 

data retention by third parties. Even whilst adher-

ing to the principle of data minimisation (Vol. 5, 

para 15.77), this would give private companies, 

many of which have a concerning track record of 

data exploitation, an extraordinary amount of per-

sonal information about their users, linking a 

user’s online activity to their offline identity.  

Ofcom also noted that some adult users may be 

mistakenly identified as children and restricted 

from using a service. Although the proposals advo-

cate giving the user a mechanism for redress, this 

will only be useful retrospectively and in the 

meantime, will pose an impossible restriction to 

those who have been misidentified whilst trying to 

exercise their free expression rights. 

Content moderation U2U (Section 16) 



36. Do you agree with our proposals? 

Please provide the underlying argu-

ments and evidence that support your 

views.  

37. Do you agree with the proposed 

addition of Measure 4G to the Illegal 

Content Codes? 

 a) Please provide any arguments and 

supporting evidence. 

Confidential? – Y / N 

Automation is a blunt tool for content modera-

tion, which deals with nuanced areas of speech, 

law and the adjudication of individuals’ rights. 

Whilst automation can play a role in detecting the 

most serious illegal material, the use of such tools 

should be strictly limited, and certainly should 

not extend to posts which could be classified as 

helpful ‘recovery’ content or the ‘incitement of 

hatred’. AI-powered content moderation systems 

often censor speech that is both awful and com-

pliant with platforms’ terms of use.24 

Big Brother Watch has extensively documented 

examples of major platforms removing lawful 

speech which has been wrongly flagged as ‘hate’. 

Topics as varied as gender identity, criticism of 

police racism, jokes about gender stereotypes, 

sexuality, and statistics about crime have all been 

flagged by platforms as inciting hatred and re-

moved (see our response to Q13 for further de-

tail). Whilst a cautious censorial approach may be 

seen as a worthwhile trade-off for a commercial 

platform seeking to sanitise content for advertis-

ers and maximise profits rather than users’ rights, 

Ofcom is a public body subject to obligations un-

der the HRA and must consider the risks to free 

expression of censorial measures. Under rigorous 

obligations to protect children from harmful con-

 

24 Big Brother Watch, State of Free Speech Online, September 2021,  https://bigbrotherwatch.org.uk/wp-con-
tent/uploads/2021/09/The-State-of-Free-Speech-Online-1.pdf.  
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tent on their sites, online intermediaries will ei-

ther lock users out of their sites altogether with 

age-gating or over-remove content on their plat-

forms under the threat of penalties. The conse-

quential impact on free speech will be profound. 

We welcome Ofcom’s decision to not mandate the 

use of automated tools for general content mod-

eration (Vol. 5, para 13.34), although we remain 

concerned that given the legal burden placed on 

services to moderate content, many will inevita-

bly have no choice but to use automated tools to 

fulfil their obligations. The use of automated tools 

for content moderation necessitates the mass 

scanning and automated analysis of all online 

content, which often results in over-removal of 

online expression given the limitations of the 

technology to detect nuance (which Ofcom 

acknowledges at Vol. 5, para 13.64) as well as a 

wider chilling effect on users’ speech and signifi-

cant privacy intrusion for all users (see our re-

sponse to Question 36 for further detail). Ofcom’s 

contradictory recommendation at paragraph 

16.16 that services “that are not currently deploy-

ing automated technologies for content detection 

[should] invest in systems that will help detect 

this content in their services at scale,” is, for this 

reason, troubling.  

We have doubts about the premise that simply 

more content moderation from social media sites 

will keep children safe online. Ofcom notes that 



content moderation systems and processes are al-

ready employed by a number of services that are 

likely to be accessed by children (Vol. 5, para 

16.41) but these systems have limitations. The 

Register of Risk acknowledges the difficulty with 

identifying content where it is deliberately ob-

scured to prevent detection by content modera-

tion systems. It is not clear that requiring all U2U 

services to fortify these systems would prevent 

users from circumventing keyword detection, as 

has historically been the case. Under the obliga-

tions set out by the OSA and Ofcom, platforms will 

naturally automate more of their content modera-

tion systems. However, this is not appropriate for 

many of the specific types of content the Act is de-

signed to target. Our research shows that content 

moderation is unable to distinguish between self-

harm content and recovery content.25 Similarly, 

examples given for bullying content are content 

that “persistently or repetitively targets individu-

als or groups with offensive or otherwise harmful 

content,” (Vol. 5, para 7.5.5). It is difficult to see 

how automated or semi-automated moderation 

would be able to identify such information, unless 

it tracked and logged users’ behaviour over time. 

Further, having social media companies simply 

take-down content which is deemed to be “harm-

ful” does nothing to tackle the root source of the 

problem. Even the provisions enabling services to 

suspend functionality or ban and suspend users 

 

25 Ibid, pp37-39. 



only stifle speech but do not address the behav-

iour of individuals who could simply open new 

accounts and repeat the same behaviour. Where 

content or behaviour is manifestly illegal, it 

should be dealt with by legal enforcement, not by 

social media companies who are merely able to 

obscure content. 

We welcome Ofcom’s decision under Measure 4A 

not to require pre-publication moderation of con-

tent, instead requiring services to “swiftly action” 

content. In order to truly “prevent” children from 

encountering PPC content, platforms would have 

had to pre-screen content through upload filters. 

This was described by internet lawyer, Graham 

Smith, as having a “predictive policing element”26 

and as Dan Squires KC and Emma Foubister have 

argued in a legal opinion commissioned by Open 

Rights Group, this would be a form of prior re-

straint which is a serious violation of the right to 

freedom of speech.27 We are concerned by the 

contradictory proposal at Vol. 5, para 16.34, in re-

lation to services whose primary purpose is not 

the hosting or dissemination of PPC but that do 

not prohibit all kinds of PPC in their terms of ser-

vice. Ofcom recommends that for such services, 

providers should “take appropriate action such as 

using filtering – so that each piece of content 

 

26 Smith, G. Mapping the Online Safety Bill, Cyberleagle blog, 27 March, 2022, https://www.cyberleagle.com/ 

27 Dan Squires KC and Emma Foubister, In the matter of: the prior restraint provisions in the Online Safety Bill, Ma-
trix Chambers, Commissioned by Open Rights Group, https://www.openrightsgroup.org/publications/legal-advice-
on-prior-restraint-provisions-in-the-online-safety-bill/ 
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identified as PPC is only visible to users con-

firmed to be adults using highly effective age as-

surance – or ensuring that all identified PPC is 

present only on parts of the service where access 

is restricted to users confirmed to be adults using 

highly effective age assurance.” It is unclear 

whether this encourages the pre-screening of 

content, which for the reasons aforementioned, 

we would strongly oppose. We would urge Ofcom 

to provide clarity on this point.  

Ofcom indicates that its proposed measure under 

4A is not limited only to content or communica-

tions that are communicated publicly, and may 

lead to the review of content or communications 

in relation to which individuals might expect a 

reasonable degree of privacy (Vol. 5, para 16.57). 

This could involve surveillance of private mes-

sages and even the use of a technique used to cir-

cumvent end-to-end encrypted messaging ser-

vices at scale, known as client-side scanning 

(‘CSS’), which would create vulnerabilities within 

messaging services for criminals to exploit or 

could open the door to a greater level of mass 

surveillance through use of this technology.28 

Tackling content that is harmful for children does 

not require entire encrypted channels to be com-

promised, sacrificing the security, safety and pri-

vacy of billions of people. Wherever surveillance 

is carried out, it should be targeted and based on 

 

28 Fact Sheet: Client-Side Scanning, The Internet Society, March 2021, https://www.internetsociety.org/re-
sources/doc/2020/fact-sheet-client-side-scanning/ 



suspicion in line with UK law. In a legal opinion 

commissioned by the free expression organisa-

tion, Index on Censorship, Matthew Ryder KC and 

Aidan Wills of Matrix Chambers found that man-

dating the general screening of users’ private 

communications through technology such as CSS 

would be a disproportionate interference with 

the rights to privacy and freedom of expression 

unless the state is “confronted with a serious 

threat to national security which is shown to be 

genuine and present or foreseeable” (and other 

criteria are satisfied) (La Quadrature; Ekimdzhiev 

v Bulgaria (2022) 75 EHRR 8, [138] – [139], 

[168]).29 The surveillance of millions of lawful us-

ers of private messaging apps has been found to 

require an extremely high threshold of legal justi-

fication, which generalised content moderation 

purposes would be highly unlikely to meet. Cur-

rently, this level of mass scale, state mandated 

surveillance would only be possible under the In-

vestigatory Powers Act if there is a credible 

threat to national security. Ofcom should not 

mandate the use of CSS for any purposes under 

the Online Safety Act. 

Measure 4B proposes that services should set 

clear internal content moderation policies, be-

cause publishing information about policies pub-

licly can allow users to circumvent the content 

moderation systems and processes (Vol. 5, para 

 

29 Surveilled and Exposed: How the Online Safety Bill Creates Insecurity – Index on Censorship, November 2022: 
https://indexoncensorship.org/wp-content/uploads/2022/11/Surveilled-Exposed-Index-on-Censorship-re-
port-Nov-2022.pdf 



16.85). Given the extensive power these private 

companies have to moderate speech online, this 

would establish a deeply concerning precedent, 

whereby users are kept in the dark about how 

and why their speech is assessed and removed. 

No such approach would ever be taken with re-

gards to censorship under British law, as it con-

tradicts the principles of accessibility and fore-

seeability under the rule of law. It is vital that 

platforms operate in the spirit of transparency 

and create accessible rules on their sites which 

respect human rights standards.  

We appreciate Ofcom’s recommendation that 

“when setting targets, services should balance the 

desirability of swiftly actioning content against 

the desirability of making accurate moderation 

decisions” under CM3 (Vol. 5, para 16.114). Nev-

ertheless, we remain alarmed by Ofcom’s require-

ment that companies set targets for content mod-

eration. While the requirement that companies 

assess the accuracy of their content moderation is 

welcome, we are concerned that setting targets 

for the time taken to remove content will pres-

sure companies, and individual workers dealing 

with challenging information, to remove content 

at pace. Any pressure on moderators to meet cer-

tain time goals will inevitably lead to rushed deci-

sions. Ofcom acknowledges these risks but sug-

gests that the requirement that “that services will 

need to balance the speed of decisions made with 

the degree of accuracy...will mitigate the risk of 

unjustifiable interference with users’ rights” 



(16.122). However, we believe that the fines and 

other penalties associated with non-compliance 

for social media companies mean that, in practice, 

the emphasis on removal trumps any emphasis 

on accuracy.  

Such a chilling effect has already been seen in 

Germany, since the Network Enforcement Act 

2017 (‘NetzDG’) was passed. The Act threatens 

fines of up to €50 million for social media compa-

nies that fail to remove illegal content within 24 

hours. This time frame for removal incentivises 

social media companies to err on the side of cau-

tion and over-censor content. Human Rights 

Watch has called on German lawmakers to 

“promptly reverse” NetzDG and explained that it 

is “vague, overbroad, and turns private compa-

nies into overzealous censors to avoid steep fines, 

leaving users with no judicial oversight or right to 

appeal.”30 Similarly, Article 19 warned that “the 

Act will severely undermine freedom of expres-

sion in Germany, and is already setting a danger-

ous example to other countries that more vigor-

ously apply criminal provisions to quash dissent 

and criticism, including against journalists and 

human rights defenders.”31 The former UN Spe-

cial Rapporteur on Freedom of Expression, David 

Kaye, warned that NetzDG “raises serious con-

cerns about freedom of expression and the right 

 

30 Germany: Flawed Social Media Law – Human Rights Watch, 14 Feb 2018: 
https://www.hrw.org/news/2018/02/14/germany-flawed-social-media-law 

31 Germany: Act to Improve Enforcement of the Law on Social Networks undermines free expression – Article 19, 1 
Sept 2017, https://www.article19.org/resources/germany-act-to-improve-enforcement-of-the-law-on-social-
networks- undermines-free-expression 



to privacy online”, and argued that “censorship 

measures should not be delegated to private enti-

ties.”32 The law has also been criticised by the 

German broadcast media for turning controver-

sial and censored voices into “opinion martyrs.”33 

We have concerns about the factors that Ofcom 

lists as relevant for decisions on prioritisation of 

content for review under Measure 4D. For in-

stance, the virality of a piece of content should 

not automatically mean that it should be subject 

to a higher level of scrutiny. Numerous viral chal-

lenges, such as the ALS Ice Bucket challenge, or 

viral videos on pressing social matters, such as 

the murder of George Floyd, were important for 

communicating a message precisely because they 

were widely shared. In short, content being popu-

lar should not automatically result in higher lev-

els of surveillance.  

Though we welcome Ofcom’s decision not to cur-

rently recommend the use of DRCs and Trusted 

Flaggers in this iteration of the Code, we are trou-

bled by its recommendation under Measure 4D 

that services currently employing them should 

give priority for review to content flagged via 

these channels (Vol. 5, para 16.155). It is not nec-

essarily the case that these flags are more accu-

 

32 Mandate of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and ex-
pression, 1 June 2017: https://www.ohchr.org/Documents/Issues/Opinion/Legislation/OL-DEU-1- 

2017.pd 

33 Tough new German law puts tech firms and free speech in spotlight - Philip Oltermann, The Guardian, 5 January 
2018: https://www.theguardian.com/world/2018/jan/05/tough-new-german-law-puts-tech-firms-and-free-
speech-in-spotlight  



rate, and in some cases could lead to state author-

ities leaning on services to remove content they 

otherwise would not. Big Brother Watch’s re-

search into the UK government’s counter-disin-

formation units (operating out of various govern-

ment departments) uncovered a worryingly close 

relationship between civil servants and social me-

dia companies, with companies being pressured 

to remove content that was both lawful and not 

against companies’ terms and conditions, raising 

wider concerns about the extent to which these 

relationships between state bodies and social me-

dia platforms are both transparent and rights-re-

specting.34 When a piece of content is flagged by 

the state to a social media company, it places ad-

ditional pressure on the company to censor the 

material in question. Giving state officials an un-

accountable shortcut to flagging speech for re-

moval from the digital public square poses seri-

ous threats to free speech. Not only can the gov-

ernment exercise its own discretion in identifying 

the content it thinks is objectionable and may 

breach terms of services, undermining the uni-

versal application of the right to freedom of 

speech, but this special relationship could put po-

litical content in a ‘VIP’ deletion lane and hasten 

censorship as a result. 

Even where flaggers are designated as bodies 

whose primary purpose is to ensure the safety of 

 

34 Ministry of Truth – Big Brother Watch, January 2023: https://bigbrotherwatch.org.uk/wp-content/up-
loads/2023/01/Ministry-of-Truth-Big-Brother-Watch-290123.pdf  



children online, these relationships must still be 

scrutinised closely to ensure human rights and 

civil liberties are protected. Indeed, it is unclear 

on what basis trusted flaggers would “demon-

strate accuracy and reliability in flagging content” 

(Vol. 5, para 16.155). There is no reason why 

these bodies could not adopt a politicised ap-

proach to flagging content, and, given the rights 

implications, they too should be subject to trans-

parency. A November 2022 review conducted by 

the Oversight Board, the quasi-independent “su-

preme court” that examines some content moder-

ation decisions made by Meta, revealed the addi-

tional weight given by Meta to reports made by 

governments and law enforcement. The Oversight 

Board found that Meta had wrongly applied rules 

over “veiled threats” when it removed a drill mu-

sic video by a London-based rapper, following a 

request from the Metropolitan Police.35 In a 

lengthy ruling the Board outlined how flags from 

the state are handled –stating that as well as the 

publicly available reporting processes, requests 

for review from police and other arms of govern-

ment are handed “at escalation” meaning they are 

sent to specialist internal teams at Meta, not gen-

eral content moderators. In the ruling, the Board 

was critical of the lack of transparency and appeal 

rights when content moderation decisions are 

made “at escalation”, highlighting that Meta 

 

35 Oversight Board Overturns Meta’s Decision In “UK Drill Music” Case, Oversight Board Press Release, November 
2022, https://www.oversightboard.com/news/413988857616451-oversight-board-overturns-meta-s-decision-
in-uk-drill-music-case/ 



teams often relied on evidence to justify bans 

from the same third parties that reported the con-

tent in the first place, including government agen-

cies, undermining moderators’ ability to make in-

dependent judgements. The requirement to prior-

itise “trusted flaggers” by Ofcom gives credence 

and favour to a system which creates threats to 

human rights and at its worst enables extra-legal 

executive censorship. 

Search moderation (Section 17) 

38. Do you agree with our proposals? 

Please provide the underlying argu-

ments and evidence that support your 

views. 

39. Are there additional steps that ser-

vices take to protect children from the 

harms set out in the Act? 

 a) If so, how effective are they? 

40. Regarding Measure SM2, do you 

agree that it is proportionate to pre-

clude users believed to be a child from 

turning the safe search settings off? 

The use of Generative AI (GenAI), see 

Introduction to Volume 5, to facilitate 

search is an emerging development, 

which may include where search ser-

vices have integrated GenAI into their 

functionalities, as well as where 

standalone GenAI services perform 

search functions. There is currently 

limited evidence on how the use of 

GenAI in search services may affect 

the implementation of the safety 

measures as set out in this code. We 

welcome further evidence from stake-

holders on the following questions 

and please provider arguments and 

Confidential? – Y / N 

Question 38 

We remain concerned by the impact that pro-

posals to moderate search engine content will 

have on freedom of expression and access to infor-

mation online. The right to freedom of expression 

in an online setting not only concerns the ability of 

individuals to impart information but also to re-

ceive it. In this regard, a free flow of information 

and the right to freedom of expression go hand in 

hand. 

The requirement to undertake this moderation at 

scale will likely to lead to swathes of lawful content 

being erroneously downranked by search engines. 

It is unclear why the wording of proposed Measure 

SM1 that “all search services should have modera-

tion systems and processes in place to take appro-

priate action on content that is harmful to children, 

which includes PPC, PC and NDC” should differ 



evidence to support your views: 

41. Do you consider that it is techni-

cally feasible to apply the proposed 

code measures in respect of GenAI 

functionalities which are likely to per-

form or be integrated into search 

functions? 

42. What additional search modera-

tion measures might be applicable 

where GenAI performs or is integrated 

into search functions? 

from Measure 1 under the draft Illegal Content 

Codes, which only requires services to “deindex or 

downrank illegal content of which it is aware, that 

may appear in search results.” It is unclear why 

there is a discrepancy and Ofcom should explain 

this. This approach to PPC, PC and NDC content 

will have significant impact on access to infor-

mation, an important part of the public’s right to 

freedom of expression and information. This is 

particularly disproportionate given the Act only 

requires services to take proportionate steps to 

minimise the risk of children encountering PPC, PC 

and NDC.36 This is a far more intrusive measure to 

prevent children from encountering harmful con-

tent, and would result in large amounts of lawful 

expression being removed, downranked and de-

indexed for all users, including adults. 

Whilst we welcome Ofcom’s current assessment 

that requiring services to employ HEAA is not pro-

portionate “at this stage,” we are troubled by the 

suggestion that it is “something we may consider 

in the future” (Vol. 5, para 17.7). We are firmly op-

posed to the requirement to use HEAA for the rea-

sons aforementioned in response to questions 31 

and 34, however our opposition is particular acute 

in relation to search services, given their im-

portance for accessing information. 

For the reasons set out in our response to question 

 

36 Section 29(3) of the Act. 



36, we believe Measures SM3-SM6 are unneces-

sary and have worrying implications for users’ 

rights.  

Question 40 

Measure SM2 provides that “large general search 

services should apply a safe search setting for all 

users believed to be a child which filters out iden-

tified PPC from search results. Users believed to be 

a child should not be able to switch this setting off” 

(Vol. 5, para 17.22). This proposal sets an ex-

tremely concerning test, which means that users 

will have to positively be proved to be adults in or-

der to use search services (Vol. 5, para 17.38). As a 

result, all adult users will only be able to browse a 

sanitised version of the internet unless search ser-

vices have reasonable grounds to believe they are 

an adult. Ofcom also suggests that self-declaration 

on sign-up, user profiling technologies, or other 

tools that do not amount to highly effective age as-

surance may be appropriate (Vol. 5, para 17.152). 

We consider that it is an unnecessary and dispro-

portionate that search services should be able to 

censor what a user can see by guessing their age 

through tracking, and that it would be particularly 

dangerous for Ofcom to encourage companies that 

already trade in controversial data practices, such 

as Google, to undertake such profiling 

Ofcom suggests that unless an adult is “incorrectly 

determined to be a child...we do not envisage them 

being impacted” (Vol. 5, para 17.139). Without ev-



idence of how effectively search services can cur-

rently identify the age of users, this is a unproven 

assumption. As we have previously stated in this 

consultation response, while it may be appropri-

ate to determine the age of individuals where they 

try to access content related to a regulated indus-

try with stringent safeguards, e.g. pornography, to 

apply age-gating to general search services in the 

way described in the consultation document is en-

tirely disproportionate and will have a bearing on 

the free flow of information. 

 

User reporting and complaints (Section 18) 

43. Do you agree with the proposed 

user reporting measures to be in-

cluded in the draft Children’s Safety 

Codes? 

 a) Please confirm which proposed 

measure your views relate to and ex-

plain your views and provide any argu-

ments and supporting evidence. 

 b) If you responded to our Illegal 

Harms Consultation and this is rele-

vant to your response here, please 

signpost to the relevant parts of your 

prior response.  

44. Do you agree with our proposals 

to apply each of Measures UR2 (e) and 

UR3 (b) to all services likely to be ac-

cessed by children for all types of 

complaints? 

 a) Please confirm which proposed 

Confidential? – Y / N 

We would reiterate our response to question 28 

of the Illegal Harms Consultation in relation to the 

user reporting and complaints proposals.37 

 

37 Big Brother Watch Response to Online Harms Consultation, https://bigbrotherwatch.org.uk/wp-content/up-
loads/2024/02/Ofcom-consultation-on-illegal-harms-response-Final.pdf, p10-11.  

https://bigbrotherwatch.org.uk/wp-content/uploads/2024/02/Ofcom-consultation-on-illegal-harms-response-Final.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2024/02/Ofcom-consultation-on-illegal-harms-response-Final.pdf


measure your views relate to and ex-

plain your views and provide any argu-

ments and supporting evidence. 

 b) If you responded to our Illegal 

Harms Consultation and this is rele-

vant to your response here, please 

signpost to the relevant parts of your 

prior response.  

45. Do you agree with the inclusion of 

the proposed changes to Measures 

UR2 and UR3 in the Illegal Content 

Codes (Measures 5B and 5C)? 

 a) Please provide any arguments and 

supporting evidence. 

 

Terms of service and publicly available statements (Section 19) 

46. Do you agree with the proposed 

Terms of Service / Publicly Available 

Statements measures to be included 

in the Children’s Safety Codes? 

 a) Please confirm which proposed 

measures your views relate to and 

provide any arguments and support-

ing evidence. 

 b) If you responded to our illegal 

harms consultation and this is relevant 

to your response here, please signpost 

to the relevant parts of your prior re-

sponse. 

47. Can you identify any further char-

acteristics that may improve the clar-

ity and accessibility of terms and 

statements for children? 

48. Do you agree with the proposed 

addition of Measure 6AA to the Illegal 

Confidential? – Y / N 

We would reiterate our response to question 29 

of the Illegal Harms Consultation in relation to the 

terms of service and publicly available statements 

proposals.38 

 

38 Big Brother Watch Response to Online Harms Consultation, https://bigbrotherwatch.org.uk/wp-content/up-
loads/2024/02/Ofcom-consultation-on-illegal-harms-response-Final.pdf, p11-12.  

https://bigbrotherwatch.org.uk/wp-content/uploads/2024/02/Ofcom-consultation-on-illegal-harms-response-Final.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2024/02/Ofcom-consultation-on-illegal-harms-response-Final.pdf


Content Codes? 

 a) Please provide any arguments and 

supporting evidence. 

  



 

Combined Impact Assessment (Section 23) 

58. Do you agree that our package of 

proposed measures is proportionate, 

taking into account the impact on chil-

dren’s safety online as well as the im-

plications on different kinds of ser-

vices? 

Confidential? – Y / N 

As we have set out, the practical impact of Ofcom’s 

guidance as it stands is that either all users will 

have to access online services via a ‘sorting’ age-

gate or adult users will have to access the lowest 

common denominator version of services with an 

option to ‘age-gate up’. This creates a de facto com-

pulsory requirement for age-verification, which in 

turn puts in place a de facto restriction for both 

children and adults on access to online content. 

Requiring all adults to verify they are over 18 in 

order to access everyday online services is a dis-

proportionate response to the aim of protecting 

children online and violates fundamental rights. It 

carries significant risks of tracking, data breaches 

and fraud. It creates digital exclusion for individu-

als unable to meet requirements to show formal 

identification documents. Where age-gating also 

applies to under-18s, this violation and exclusion 

is magnified. It will put an onerous burden on 

small-to-medium enterprises, which will ulti-

mately entrench the market dominance of large 

tech companies and lessen choice and agency for 

both children and adults. 

Annexes 

Impact Assessments (Annex A14) 



60. In relation to our equality impact 

assessment, do you agree that some 

of our proposals would have a positive 

impact on certain groups? 

61. In relation to our Welsh language 

assessment, do you agree that our 

proposals are likely to have positive, 

or more positive impacts on opportu-

nities to use Welsh and treating Welsh 

no less favourably than English? 

 a) If you disagree, please explain why, 

including how you consider these pro-

posals could be revised to have posi-

tive effects or more positive effects, or 

no adverse effects or fewer adverse 

effects on opportunities to use Welsh 

and treating Welsh no less favourably 

than English. 

Confidential? – Y / N 

We would emphasise the impact the proposals are 

likely to have on marginalised groups who do not 

have access to identity documents. EDRi notes the 

“disproportionate impacts on children, people in 

situations of homelessness, undocumented people 

and other people facing social exclusion,” that are 

associated with making identification manda-

tory.39 Facial recognition age-estimation also has 

inherent biases which means that women, young 

people, and people of colour are more likely to 

have their rights infringed by inaccurate age-esti-

mation. 

It is also important to highlight the way in which 

certain groups are particularly at risk to censor-

ship arising from content moderation. For exam-

ple, the removal of self-harm images on social me-

dia has been reported to fuel more stigma against 

mental illness and leave children feeling ‘isolated’ 

and ‘humiliated’ by...censorship.”40 Censoring con-

tent that discusses self-harm and recovery is likely 

to have a chilling effect on others who have had 

similar experiences and are made to feel unable to 

share their personal photos or stories online. Far 

from creating an inclusive, welcoming environ-

ment for people who have experienced trauma or 

 

39 EDRi, Position Paper: Online age verification and children’s rights, 4 October 2023, https://edri.org/wp-con-
tent/uploads/2023/10/Online-age-verification-and-childrens-rights-EDRi-position-paper.pdf, p5.  

40 Big Brother Watch, The State of Free Speech Online, September 2021, https://bigbrotherwatch.org.uk/wp-con-
tent/uploads/2021/09/The-State-of-Free-Speech-Online-1.pdf, p41. 

https://edri.org/wp-content/uploads/2023/10/Online-age-verification-and-childrens-rights-EDRi-position-paper.pdf
https://edri.org/wp-content/uploads/2023/10/Online-age-verification-and-childrens-rights-EDRi-position-paper.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2021/09/The-State-of-Free-Speech-Online-1.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2021/09/The-State-of-Free-Speech-Online-1.pdf


mental ill health, the platform actively discrimi-

nates against them. 

Please complete this form in full and return to protectingchildren@ofcom.org.uk.  

mailto:protectingchildren@ofcom.org.uk

