


6C.106 – Revenue models: This section states there is no evidence revenues models are a risk 
factor in facilitating online grooming offences. We believe information in 6C.143 and 6W.9 is also 
relevant to grooming and should be included in 6C. Services that are low-capacity, at an early 
stage, or have a fast-growing user base, especially of children and youth, may be targeted by 
perpetrators. Children are often early adopters of new apps that may not have monetized their 
services yet or at least not fully, but this does mean there are not risky. One example is Wizz, 
discussed more below. Wizz has in-app purchases that enable users to purchase coins that can be 
used to add more friends or upgrade to a premium subscription. Another example is the Omegle 
website, which was a high-risk platform that had limited revenue-generating activities in the 
beginning, especially in comparison to some social medial companies.  

Some platforms generate revenue through the sale of online gifts or tokens that can be 
transferred from one user to another. Some individuals who perpetrate online grooming offences 
send gifts/tokens to children as part of the grooming process and/or to incentivize the child to 
supply sexual imagery, making this form of revenue-generation for the company a risk factor for 
online grooming.  

Finally, platforms that facilitate money transfers or other user-to-user payments may be attractive 
for those seeking to perpetrate financial sextortion schemes. Many of these platforms generate 
revenue from each transaction. 

6C.107 – 6C.195 - Child Sexual Abuse Material 

 
 

 
 

 
 

 
  

 
 

 
 

6C.140-141 – Adult Services: The inclusion of these paragraphs is important. The paragraphs 
mention C3P’s Project Arachnid report, but we first raised in the issue of adolescent CSAM on 
adult pornography sites in our 2019 report How We Are Failing Children: Changing the Paradigm 
(see page 22). In terms of impact, we continue to see adolescents left without protection. There is 
no are barriers to upload, yet when a teen wants imagery down, we have examples of where they 
are asked for identification to prove they are underage in the image/video. This issue arises 
because in post-pubescence, the child has often reached full sexual maturity before the age of 18. 
Generally, females appear sexually mature at 12.5-18 years of age; the average for Caucasian 
females is 14-15 years old, and 13 years of age for African American females. 

6C.143 – User base size: We echo the statements in this paragraph about perpetrators targeting 
smaller, less mature services. In our response to Question 8.1 we provide an example of a new 
service, which was renting servers from a Canadian company, that was quickly targeted by 







received 180+ reports concerning Wizz since 2021, leading to a Cybertip.ca alert in early 2024. As 
stated in the alert, compared to 2022, we received 10 times as many reports about the app in 
2023. Reports about Wizz increased faster than any other platform. Most reports concerned 
sextortion involving male victims. The majority of victims reported to Cybertip.ca were between 
15 - 17 years old. The app has 15 million users worldwide. 

In the remainder of our response to this question, we will first set out the basic requirements we 
believe all services should have to incorporate into their business models. We will then provide a 
Canadian example that illustrates the importance of minimum requirements such as codes of 
conduct, training, and tracking complaints. 

Aspects of the governance and accountability proposal on page 5 that should apply to all 
services: 

• Tracking new illegal content – Any service should be obligated to track new kinds of ille-
gal content and unusual increases in illegal content. Companies can leverage automation 
to do this efficiently. This relates back to our comment above about normalizing adher-
ence to basic standards. Without tracking, there is a critical evidentiary gap surrounding 
illegal behaviour online and what services are being targeted. 

• Code of conduct – A code of conduct is a basic obligation in many other contexts and will 
help promote safer company cultures. The code of conduct could be as simple as a one-
pager that makes employees aware of the company’s commitment to removing CSAM, 
prioritizing child safety, and having no tolerance for harassment, illegal material, etc. At 
this stage, awareness of safety and prevention of illegal conduct has taken a backseat to 
functionality, revenue generation, and other growth. Individuals focused on providing a 
service may not appreciate that safety and addressing illegal content are core responsibili-
ties of operating the service and a code of conduct will help raise awareness of these con-
siderations. We acknowledge that additional consideration of this requirement may be 
needed for services that are run by a single individual. 

• Adequate compliance training – Training is essential to the success of compliance pro-
grams and should be a basic requirement on all services. The Canadian example below will 
illustrate the need for training and what can happen training is lacking.  

• Annual risk review – modified: The annual risk review process is only required of large 
companies with more than 7 million monthly UK users. As recognized in Volume 2, smaller 
companies may be targeted because of their size and the perception that they have less 
robust safeguards. As noted in the opening of this response, smaller services aimed at 
children may still pose significant risks and warrant regular risk reviews. We have count-
less examples of smaller services being used to share CSAM and are aware that the selec-
tion of certain services can be an orchestrated action by the perpetrator community. 
Looking at the most common file-hosting services used to distribute CSAM based on Pro-
ject Arachnid data, it is unlikely that any of these services — most of which would not be 
recognized by average citizens — would meet the 7 million UK user threshold. We 
strongly recommend considering either a lower user threshold or a threshold based on 
total bandwidth. In the alternative, perhaps the annual risk review could be scaled 
down for smaller companies while still requiring some reporting so they turn their 
minds to this issue on a regular basis, as technology evolves and new risks emerge. 

Canadian example 

A Canadian example of the need for policies, training, and monitoring illegal content can be seen 
in R v YesUp ECommerce Solutions Inc., 2020 CarswellOnt 19731 (ONCJ) (only available on 

















 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

 
 

 

 
 

 
 

 

  
 

 

 
 

 
  
 

 
  

 
 







































abusive series and noted that clothed images from the start of a CSAM video or series are used to 
point to where to find additional imagery involving child sexual abuse. This material may be used 
to “commit or facilitate the commission of an offence” and “it may nevertheless be appropriate 
and proportionate to remove it from services in compliance with the safety duty more generally”.  

 

26.148 – Contextual information relevant to inferring age should also include settings within the 
imagery (e.g. appearance of a child’s bedroom in background of the image/video). 

 

26.149 – “Hard evidence” could have different meanings for readers, including that there must be 
some age verification from outside of the content itself. Also, what a reasonable person assumes 
is someone under 18 based on appearance is very open to interpretation and context/training of 
those reviewing/moderating the content can influence what they believe is reasonable.  Most 
moderators currently assess based on much stricter criteria – individuals without any sexual 
maturation characteristics – because of the ease of making this determination which means that 
material of children over 12 (the age when sexual maturation characteristics start appearing) is 
often left to circulate online.   

Further guidance/training on this aspect will be important. The training and tools are provided to 
human moderators will directly affect their ability to assess/infer age.  

26.150 – This section should take into account information from a reporting entity indicating the 
individual is under 18, and information from someone else in the child’s life, who knows they are 
under 18 and reports to the platform.  This could be a parent/guardian or even a friend.  We have 
also seen situations where other users are aware the youth is under 18 and are trying to assist by 
reporting. Overall, this section relies heavily on youth reporting situations on their own and does 
not consider situations where a parent/guardian, friend, school counsellor, etc. may provide 
information to the platform. Also see also our comment on 26.153 related to age estimation tools. 

26.151 – Does this also exclude the use of public posts and public profile information?  Many 
youth are providing information that would assist in determining their age on their public profile 
(e.g., school, activities).  We have seen situations where youth are trying to share their age in their 
profile but are doing it in clever ways – through the use of images with hidden numbers for their 
age, math problems in the textual profile information, etc. We recommend distinguishing 
between public information and private information that the company would have to go “under 
the hood” to obtain. 

26.152 – There should be some parameters for what constitutes “good evidence”. We have had 
situations where companies have found information about now-adult victims of CSAM and 
claimed they were over 18, even when imagery was recorded and shared when they were under 
18. 

26.153 – There are currently bias/gaps with age estimation tools leaving users with a false 
security.  These tools have been shown to error in the estimation of age, creating risks for youth. 
It is not clear what is considered “highly effective”, especially when it comes making 
determinations of youth who are close to age 18, and again, biases may exist that make age 
estimation tools less accurate based on the youth’s characteristics, expression, or other factors.   

26.154 – This should clearly cover obfuscation techniques for links.  Examples include the use of 
additional characters in a URL to prevent URL detection or hotlinking (i.e. 












