
 

 

 

Your response 

Question Your response 

Question 1:  How do you measure the 

number of users on your service? 

Confidential? – Y / N 

Question 2: If your service comprises 

a part on which user-generated con-

tent is present and a part on which 

such content is not present, are you 

able to distinguish between users of 

these different parts of the service? If 

so, how do you make that distinction 

(including over a given period of 

time)? 

Confidential? – Y / N 

Question 3: Do you measure different 

segments of users on your service? 

• Do you segment user meas-

urement by different parts of 

your service? For example, by 

website vs app, by product, 

business unit. 

• Do you segment user meas-

urement into different types 

of users? For example: crea-

tors, accounts holders, active 

users. 

• How much flexibility does 

your user measurement sys-

tem have to define new or 

custom segments? 

Confidential? – Y / N 

Question 4: Do you publish any infor-

mation about the number of users on 

your service? 

Confidential? – Y / N 
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Question 5: Do you contribute any 

user number data to external 

sources/databases, or help industry 

measurements systems by tagging or 

sharing user measurement data? If 

not, what prevents you from doing 

so? 

Confidential? – Y / N 

Question 6: Do you have evidence of 

functionalities that may affect how 

easily, quickly and widely content is 

disseminated on U2U services?  

• Are there particular function-

alities that enable content to 

be disseminated easily on 

U2U services?  

• Are there particular function-

alities that enable content to 

be disseminated quickly on 

U2U services? 

• Are there particular function-

alities that enable content to 

be disseminated widely on 

U2U services?  

• Are there particular function-

alities that prevent content 

from being easily, quickly and 

widely disseminated on U2U 

services? 

Confidential? – Y / N 

Refuge welcomes the opportunity to respond to this call 

for evidence. Our response is based on the experiences 

and insights of our specialist technology-facilitated do-

mestic abuse team – which has supported survivors of 

this form of domestic abuse since 2017 and is the only 

such team in the country – as well as on our work on a 

model Violence Against Women and Girls (VAWG) Code 

of Practice.   

The appropriate categorisation of regulated services will 

be of vital importance to the success of the online safety 

regime, acting as a ‘gateway’ to the regulatory frame-

work. However, we have not yet seen the proposed sec-

ondary regulations under Schedule 11 of the Bill setting 

out threshold conditions for categories of services, and 

this creates uncertainty.  

To provide context to our response, we firstly outline our 

views on the currently proposed approach to categorisa-

tion of services. Refuge is concerned that under the cur-

rent Bill smaller, high-risk platforms will not be ade-

quately captured in the categorisation thresholds. Plat-

forms with smaller user numbers, including dedicated 

incel sites, may not be subject to Category 1 duties such 

as the ‘triple shield’ risk mitigation measures because of 

their smaller size, despite posing a significant risk to us-

ers. The perpetrator of the 2021 Plymouth shootings, 

Jake Davison, is known to have visited smaller incel fo-

rums after he was banned from Reddit in the days pre-

ceding the shooting. Whilst our Unsocial Spaces research 

found that the majority of tech-facilitated domestic 

abuse (‘tech abuse’) survivors experienced abuse from a 

partner or former partner on a Facebook (now Meta)-

owned platform, which are among the largest platforms 

in terms of user base, we have supported women who 

have been subject to abuse on much smaller platforms 

https://www.endviolenceagainstwomen.org.uk/wp-content/uploads/2022/05/VAWG-Code-of-Practice-16.05.22-Final.pdf
https://www.endviolenceagainstwomen.org.uk/wp-content/uploads/2022/05/VAWG-Code-of-Practice-16.05.22-Final.pdf
https://refuge.org.uk/wp-content/uploads/2021/10/Unsocial-Spaces-for-web.pdf
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with a relatively small user base. Perpetrators do not dis-

criminate by size of platform, and abusers will use any 

means to contact and harass survivors, including con-

tacting the survivor across all her social media platforms. 

It is possible that, under the current scheme, perpetra-

tors will increasingly turn to smaller sized platforms, 

knowing that these are subject to less stringent safety 

duties than the larger sites.  

In addition, we point to Glitch’s Digital Misogynoir report 

which highlights concerns about smaller, high harm plat-

forms such as 4chan and Gab, and how ‘hateful rhetoric 

and jargon is trickling from the alternative platforms 

(Gab, 4chan) to the mainstream ones (Twitter [now X], 

Instagram, and Facebook)’. Glitch’s analysis of 4chan and 

Gab deemed these sites to be some of the most ‘toxic’ in 

terms of misogynoir and noted that hateful jargon from 

alternative platforms steadily moves to more main-

stream sites. We are therefore supportive of Baroness 

Morgan’s amendment 245 to Schedule 11 of the Online 

Safety Bill which changes the determination of which 

sites would fall into Category 1 – moving the test from 

one of size “and” functionality, to size “or” functionality. 

This would give Ofcom more flexibility to decide which 

platforms should be in Category 1 and to determine how 

the risk assessment should be conducted.  

Turning to functionalities that enable content to be dis-

seminated easily, quickly and widely on user-to-user ser-

vices - and which should therefore be considered in cate-

gorisation thresholds - we wish to highlight the follow-

ing: 

• Tools which allow content to be forwarded and 
shared across different platforms, such as share 
buttons. The enabling of quick sharing of content 
from one platform to another can facilitate the 
speedy dissemination of VAWG content such as 
intimate image abuse and doxing from one plat-
form to another. It then becomes much harder 
for survivors to report each piece of content 
across multiple platforms.  

• In addition, features which link up accounts held 
by a user across multiple platforms can also en-
able content to be disseminated easily, quickly 
and widely. For example, when setting up a pro-
file on a platform such as a dating site, there is 

https://glitchcharity.co.uk/wp-content/uploads/2023/07/Glitch-Misogynoir-Report_Final_18Jul_v5_Single-Pages.pdf
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often an automated, or prompted, connection to 
the user’s other social media platforms. This 
builds a web of information on the user which 
can all be linked together and exploited by a per-
petrator of domestic abuse to discover infor-
mation about a survivor, for example, if she has 
fled. If multiple platforms are ‘linked,’ posting on 
one can often result in posting on other plat-
forms, which can also spread abusive content 
more quickly.  

• Recommender algorithms, which can cause 
harm by a) promoting VAWG content, b) deter-
mining which content is pushed to users and 
suggest users follow or engage with groups/us-
ers/content that are misogynistic, and c) reward-
ing misogynistic influencers with greater reach. 
There have been concerns that the effect of rec-
ommender algorithms, especially in conjunction 
with autoplay, can prioritise extreme content, 
and therefore has a role in spreading online 
VAWG. 

In terms of functionalities that prevent content from be-
ing easily, quickly and widely disseminated on U2U ser-
vices, we highlight the following features: 

• Tools employed by trained platform moderators 
such as removal of content, suspension and ter-
mination of abusive accounts and demonetisa-
tion of content. Moderators must be sufficiently 
trained in and develop a holistic understanding 
of VAWG and the way it impacts different mi-
noritised groups in order to ensure that prompt 
action is taken in response to VAWG content.  

• Manual review of amplified harmful content by 
platform moderators i.e. of content this is being 
reshared by multiple users.  

• Self-destructing content may also be of some 
use in preventing content being easily dissemi-
nated. However, it should be noted that such 
content can also make evidence gathering diffi-
cult in a criminal investigation, and perpetrators 
can screenshot content to share onwards. Please 
also see our response to question 8. 
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Question 7: Do you have evidence re-

lating to the relationship between 

user numbers, functionalities and 

how easily, quickly and widely con-

tent is disseminated on U2U services? 

Confidential? – Y / N 

Question 8: Do you have evidence of 

other objective and measurable fac-

tors or characteristics that may be 

relevant to category 1 threshold con-

ditions? 

Confidential? – Y / N 

Evidence of additional factors or characteristics that may 

be relevant to category 1 threshold conditions may be 

found within the model Violence Against Women and 

Girls Code of Practice. We include below factors and 

functionalities that should particularly be considered in 

relation to threshold conditions: 

• Location-sharing features. Functionalities which 
enable, encourage or automatically push users 
to share their location can be incredibly danger-
ous for survivors of domestic abuse. Many social 
media apps utilise a user’s location and some 
share that location with other users. For exam-
ple, Snapchat’s Snap Map allows users to see 
where their Snapchat contacts are, share their 
own current location and view Snaps from 
nearby-Snapchat users or users at a specific 
event or location. The Snap Map is highly accu-
rate in pinpointing a user’s location. If a survivor 
has fled to a secure location for their safety, it is 
possible for a perpetrator to track them via Snap 
Map. If the abuser has been removed from the 
survivor’s contacts, they can create a fake ac-
count or ask friends or family who are still in a 
survivor’s contacts to track her location. 

• Self-destructing or disappearing content such as 
messages, photos and videos. These features can 
easily be used by perpetrators to share abusive 
content that vanishes with a short time period. It 
can then be very challenging for survivors and 
the police to gather evidence of this abuse. This 
is a particularly attractive tool for abusers shar-
ing intimate images without consent. Please also 
see our response to question 7. 

• Ability to contact/message users that are not 
followers/friends. Platforms which enable non-
followers/friends to contact users pose a risk. 
Although survivors can remove perpetrators as 

https://www.endviolenceagainstwomen.org.uk/wp-content/uploads/2022/05/VAWG-Code-of-Practice-16.05.22-Final.pdf
https://www.endviolenceagainstwomen.org.uk/wp-content/uploads/2022/05/VAWG-Code-of-Practice-16.05.22-Final.pdf
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followers or friends and block them on plat-
forms, perpetrators often set up new accounts 
to override these barriers and are then able to 
direct message the survivor, their friends or fam-
ily to continue their abuse. We welcome Insta-
gram’s recent changes to direct messaging which 
limit the ability of users to engage with other ac-
counts that have not accepted DM requests to 
chat, including only being able to send one DM 
and only being able to send text, rather than im-
ages, videos or voice notes. This change has the 
potential to limit harassment of women and girls 
online. 

• Ability to tag other users in pictures, comments 
and posts, and tagged content then appearing 
on the tagged user’s own profile. This can com-
promise a survivor’s safety, as a friend or family 
member may unwittingly reveal information 
about the survivor’s new address/location in this 
way. Additionally, such features are used by per-
petrators to tag survivors in abusive comments, 
posts and pictures. Some platforms have intro-
duced options to prevent this, but there has 
been little promotion of this feature and this 
safety feature should be toggled off by default. 

• ‘Mutual friends’ and ‘people you might like to 
follow’ function. Suggestions lists for other users 
to connect to are a feature of most major social 
media platforms. Due to algorithmic recommen-
dations, the suggestions pushed to users present 
a risk for survivors of domestic abuse, particu-
larly those that have created new and secret 
profile to prevent abusive and stalking, as the 
suggestions list could reveal a survivor’s new 
profile to a perpetrator, particularly if they have 
friends in common or are based in a similar geo-
graphic location.  

• Functions which notify contacts on messaging 
services when a user has changed their phone 
number. On WhatsApp, this feature notifies con-
tacts and/or group chats when a user has 
changed their number. This is an issue for survi-
vors who have changed their phone number for 
security reasons to try to avoid/minimise tech-
nology-facilitated domestic abuse as it can in-
form an abuser of the survivor’s new contact de-
tails and enable further tech abuse.  
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In addition, we are concerned with the recent announce-
ment by Elon Musk that the block button will be re-
moved from X. Blocking features are commonly used by 
victims of tech abuse and online abuse. Glitch and 
EVAW’s Ripple Effect report found that, when asked if 
online abuse had led survivors to change their behaviour 
online, the most common behavioural change reported 
was blocking (76% of respondents reporting doing so). 

Question 9: Do you have evidence of 

factors that may affect how content 

that is illegal or harmful to children is 

disseminated on U2U services? 

• Are there particular function-

alities that play a key role in 

enabling content that is ille-

gal or harmful to children to 

be disseminated on U2U ser-

vices? 

• Do you have evidence relat-

ing to the relationship be-

tween user numbers, func-

tionalities and how content 

that is illegal or harmful to 

children is disseminated on 

U2U services? 

Confidential? – Y / N 

Question 10: Do you have evidence of 

other objective and measurable char-

acteristics that may be relevant to 

category 2B threshold conditions? 

Confidential? – Y / N 

Question 11: Do you have evidence of 

matters that affect the prevalence of 

content that (once the Bill takes ef-

fect) will count as search content that 

is illegal or harmful to children on 

particular search services or types of 

search service? For example, preva-

lence could refer to the proportion of 

content surfaced against each search 

term 16 that is illegal or harmful to 

Confidential? – Y / N 

https://www.endviolenceagainstwomen.org.uk/wp-content/uploads/Glitch-and-EVAW-The-Ripple-Effect-Online-abuse-during-COVID-19-Sept-2020.pdf
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children, but we welcome sugges-

tions on additional definitions. 

• Do you have evidence relat-

ing to the measurement of 

the prevalence of content 

that is illegal or harmful to 

children on search services? 

Question 12: Do you have evidence 

relating to the number of users on 

search services and the level of risk of 

harm to individuals from search con-

tent that is illegal or harmful to chil-

dren? 

• Do you have evidence regard-

ing the relationship between 

user numbers on search ser-

vices and the prevalence of 

search content that is illegal 

or harmful to children? 

Confidential? – Y / N 

Question 13: Do you have evidence of 

other objective and measurable char-

acteristics that may be relevant to 

category 2A threshold conditions? 

Confidential? – Y / N 

We wish to raise here the reverse image search function 

available on some search engines such as Google and 

PimEyes. This has made it easier for perpetrators to 

search for additional information and other photos of 

the survivors. For example, based on a social media pro-

file picture, an abuser may be able to track down images 

which provide information on survivors’ current loca-

tions i.e. via photos on employer’s websites. Conversely, 

reverse image search can be useful for survivors who 

want to track where their images have gone, such as if 

intimate images have been shared of them without con-

sent. This feature should therefore be considered care-

fully when assessing threshold conditions for category 2a 

platforms. 

Another salient issue to highlight is the interconnection 

between search engines and users accounts or profiles 

(such as Google search engine and Google accounts). 

Searches made on the search engine will be saved to the 

user’s profile as part of their data. This appears to be 

‘switched on’ by default. For survivors who have had 
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their Google online accounts compromised by the perpe-

trator; this feature can enable an abuser to track what 

the survivor is searching for. If the survivor has been 

searching online for support with domestic abuse and 

help in fleeing, this creates a significant risk and could 

lead to an escalation of abuse. 

 

Please complete this form in full and return to os-cfe@ofcom.org.uk. 

mailto:os-cfe@ofcom.org.uk

